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The Thirteenth Heat Transfer Photogallery was sponsored by the K-22 Heat Transfer Visualization Committee for the 2008 Interna-
tional Mechanical Engineering Congress and Exhibition (IMECE) held in Boston, Massachusetts, on October 31-November 6, 2008.
The peer-reviewed evaluation process for the presented entries identified the seven entries for production in the ASME Journal of Heat
Transfer August issue of 2009.

The purpose of publishing these entries is to draw attention to the innovative features of optical diagnostic techniques and aesthetic
qualities of thermal processes. To focus on visualization images and schematics, the text is kept to a minimum and further details should
be found directly from the authors. My wish is that the journal readers enjoy viewing these collections, acquire knowledge of the
state-of-the-art features, and also promote their participation in the 2009-IMECE Photogallery [http://www.asmeconferences.org/
Congress09].

The Call for Photogallery for 2009-IM ECE is also announced in this issue of Journal of Heat Transfer.

Kenneth D. Kihm

Department of Mechanical, Aerospace,
and Biomedical Engineering,
University of Tennessee

Knoxville, TN 37996-2210

Journal of Heat Transfer Copyright © 2009 by ASME AUGUST 2009, Vol. 131 / 080901-1
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Computational Simulation of Swirl Enhanced Flow and Heat Transferin a

Twisted Oval Tube
F. Bishara, M. A. Jog and R. M. Manglik

Department of Mechanical Engineering, University of Cincinnati, Cincinnati, OH 45221

Fully developed swirling Flow in a twisted tube with an oval cross section is considered. The results shown here are for
a tube with an elliptical cross section with a twist ratio of 6 and an aspect ratio of 0.7 (see equations above). The wall of
the tube is held at a constant temperature. The secondary flows induced by the tube twist promote mixing in the plane
normal to the bulk flow direction. This mixing works to maintain a high temperature gradient close to the tube wall and
in turn increase the Nusselt number relative to that in a straight tube of the same cross section. The temperature plots
show that it is indeed the case that the in-plane mixing is effective in maintaining the temperature gradient near the
tube wall. The isometric view shows flow streamlines (ribbons represent adjacent streamlines) to illustrate the swirling
nature of the flow.

Journal of Heat Transfer Copyright © 2009 by ASME AUGUST 2009, Vol. 131 / 080902-1



Flow Patterns: Experiments and Computations LiBr-H,O Solution Concentration Distribution (LiBr Weight %)
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Computational Analysis of Binary-Fluid Heat and Mass Transfer in Falling Films and Droplets
Vishwanath Subramaniam and Srinivas Garimella
Sustainable Thermal Systems Laboratory, GWW School of Mechanical Engineering
Georgia Institute of Technologv. Atlanta. GA

Heat and mass transfer models in the literature on horizontal-tube absorbers make simplistic assumptions about fluid flow patterns.
High-speed flow visualization was used to show that inter-tube flow occurs as droplets, and the formation and detachment of these
droplets and their impact on the tube have significant effects on heat and mass transfer. Most models neglect these flow modes and
assume the solution to flow as a uniform film. The present study numerically models heat and mass transfer in the absorber taking the
realistic drop-wise and wavy film flow mechanisms into consideration. The impact of droplets on the tube causes the lithium bromide
solution film on the tube to mix and present newer regions of the solution for vapor absorption. The impact also gives rise to waves
that propagate axially over the liquid film on the tube. The mixing effect and the waves caused by droplet impact play a very
important role in the heat and mass transfer. Results obtained from this study will lead to better understanding of the vapor absorption
process, and yield more efficient and optimal absorber designs.

Journal of Heat Transfer Copyright © 2009 by ASME AUGUST 2009, Vol. 131 / 080903-1



Sustained droplet propulsion by repeated asymmetric surface patterns

IR camera
R-134a droplet
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VISUALIZATION OF THERMALLY ACTUATED PUMPING IN THE
LEIDENFROST REGIME BY SURFACE ASYMMETRY
Vinod Narayanan*,HeinerLinke**, Mike Taormina**
*Mechanical Engineering **Physics Department
Oregon State University University of Oregon

The propulsion of film boiling (Leidenfrost) liquid droplets that encounter a surface asymmetry has been observed. Repeated
pattern of surface asymmetries, such as the saw-tooth ratchet illustrated in the top video sequence, have been shown to
provide sustained droplet propulsion. On the other hand, isolated surface asymmetries such as a step change in height of the
surface provides a local droplet acceleration that is illustrated in the bottom figure. Such heat-actuated pumping has been
observed for a wide variety of fluids, two of which are illustrated in this photo gallery exhibit.

The sequence of images on the top panel is that of a film boiling droplet of R134a (Tb = 246.6 K) on a room-temperature
brass ratchet. This sequence was recorded using an infrared camera. The time interval between the frames is 8 ms. On the
bottom panel is a video sequence of a liquid nitrogen droplet that is introduced with an initial momentum towards the left.
Upon encountering a step, the droplet reverses direction. The fifth frame shows that the droplet gains sufficient energy to
momentarily detach from the substrate.

Journal of Heat Transfer Copyright © 2009 by ASME AUGUST 2009, Vol. 131 / 080904-1
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Experimental visualization of the thermoacoustic effect

C. Herman, M. Pirtini Cetingtil
Department of Mechanical Engineering, Johns Hopkins University, Baltimore, MD 21218

A thermoacoustic refrigerator uses sound energy to transport heat. Using a sound source such as a loudspeaker, a standing
wave is formed in a tube filled with noble gas. As the wave travels back and forth (oscillates) in the resonator, the gas
compresses and expands. To exploit this effect for heat pumping, a “thermoacoustic core”, consisting of a densely packed
stack of plates, is placed in the tube. In the compression phase of the cycle, the gas heats up, transferring heat to the plates
(a). Then, as the gas gradually expands and cools down (b,c), it absorbs heat from the plates (d). This sets up an overall
temperature gradient along the plates, effectively pumping heat from the cold side to the hot side of the core. When heat
exchangers are attached to the thermoacoustic core, this device becomes a useful refrigerator. Four image pairs, showing
one half of the acoustic cycle (t =0, 1/6, 1/3 and 1/2), are the first experimental visualization of the thermoacoustic effect
on two stack plates. Fringe patterns are generated by holographic interferometry and color images are reconstructed
temperature distributions based on experimental data.

Journal of Heat Transfer Copyright © 2009 by ASME AUGUST 2009, Vol. 131 / 080905-1
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Thin-film Evaporation in an Evaporating Droplet

H. K. Dhavaleswarapu, C. P. Migliaccio, S. V. Garimella, and J. Y. Murthy
NSF Cooling Technologies Research Center
School of Mechanical Engineering, Purdue University, West Lafayette, Indiana

Thin-film evaporation — the evaporation taking place near a solid-liquid-vapor junction — has long been believed to be the
dominant mode of heat transfer in two-phase heat transfer systems. Evaporation of droplets is important in many
applications such as coating, printing, spraying and dropwise condensation. Small (0.5 u |) water droplets evaporating on
glass slides are studied. Three distinct modes of evaporation are observed: (1) the contact line remains pinned and the
contact angle decreases progressively (4.5 to 0.7 deg), (2) the contact line recedes suddenly, and (3) complete dryout
occurs. A high-resolution optical interferometer (0.1 nm in z-direction) is used to resolve the transient droplet profiles in the
thin-film region. Micro-particle image velocimetry measurements of the flow field generated near the thin-film region are
obtained. The liquid flows from the center of the droplet to the thin-film region to replenish the evaporating liquid.

Journal of Heat Transfer Copyright © 2009 by ASME AUGUST 2009, Vol. 131 / 080906-1
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Unveiling Hidden Complex Cavities Formed by Evaporative Nanofluidic (Al,O3) Self-Assembly

litai Kim and Kenneth D. Kihm
Department of Mechanical, Aerospace, and Biomedical Engineering
University of Tennessee, Knoxville, Tennessee

The hidden complex cavity structures are first unveiled for nanofluidic self-assembly when 2-ul agueous droplets containing 47-
nm diameter Al,O; nanoparticles are evaporated and crystallized. The microscopic dorsal images (1) show dramatically
different crystallized surface shapes and textures depending on the nanoparticle concentrations. The nonintrusive fingerprints
by Surface Plasmon Resonance (SPR) imaging* (2) clearly evidence the existence of the hidden hollow cavity structures. Note
that each cell bounded by crack lines is crystallized to form a single anchoring onto the substrate. The interference fringe
mapping (3) can lead to reconstruct quantitative dimensions of the ventral inner cavity surfaces. The destructive image taken
with the roof shattered (4) confirms the SPR fingerprints, but lacks the details particularly in the self-pinned edge regions.

* 1. T. Kim and K. D. Kihm, “Label-Free Visualization of Microfluidic Concentration Fields Using a Surface Plasmon Resonance (SPR)
Imaging,” Experiments in Fluids Vol. 41, No. 6, pp. 905-916, 2006.
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Condensation of Sodium Vapor and High-Temperature Reaction with Quartz Pore Inner Surface

Kenneth D. Kihm
Department of Mechanical, Aerospace, and Biomedical Engineering
University of Tennessee, Knoxville, Tennessee

David M. Pratt and Andrew D. Swanson
Structures Division, Air Vehicles Directorate
United States Air Force Research Laboratory, WPAFB, Ohio

Sudden boiling of liquid sodium (b.p. = 1156 K at 1 atm) inside the all quartz-made smelting/evaporation chamber results in
condensation and high-temperature reaction of sodium vapor with the inner wall surface. The attack and reaction becomes
more aggressive with increasing vapor temperature. The condensation “fingerprints” express different color bands from silver,
metallic, milky, brown, orange, red, and black with increasing level of the sodium attack and reaction on the surface.

Journal of Heat Transfer Copyright © 2009 by ASME AUGUST 2009, Vol. 131 / 080908-1



J. P. Solano
G. Paniagua

Department of Turbomachinery and Propulsion,
von Karman Institute for Fluid Dynamics,
Chaussée de Waterloo,

72 B1640 Rhode-Saint-Genése, Belgium

Novel Two-Dimensional Transient
Heat Conduction Calculation in a
Cooled Rotor: Ventilation
Preheating—Blow-Down Flux

This contribution presents an alternative to classical data reduction techniques to mea-
sure the heat transfer using thin-film gauges. A finite-element model of the two-
dimensional unsteady heat conduction equation is solved in the cross-sectional area of a
metallic airfoil bounded with a polyamide sheet on which thermal sensors are deposited.
This novel methodology allows capturing all 2D heat conduction effects that are irreme-
diably neglected with the 1D data reduction technique. The application of this technique
in a compression tube facility allows an exact evaluation of the initial wall heat flux into
cooled rotor blades. During the spinning-up period, the rotor is spun up to nearly its
nominal speed (from 0 rpm to 6200 rpm) resulting in preheating due to drag losses. The
long duration of this experiment (~450 s) and the magnitude of the wall temperature
increase result in significant 2D conduction effects that are not accounted for using the
1D approach. In addition, short-duration experiments confirm the existence of 2D effects
at smaller time scales (~0.5 s), as well as the influence of the initial nonuniform tem-
perature distribution in the rotor blade. The resulting flux with such an initial condition
appears to be the superposition of the wall heat flux at the end of the spinning up before

the test and the flux due to the blow-down itself. [DOI: 10.1115/1.3122777]

Keywords: gas turbines, thin-film gauges, convective heat flux

1 Introduction

Thin-film gauges are used in short-duration facilities for gas
turbine aerothermal research since the 1970s. These resistive tem-
perature detectors provide the surface temperature evolution of an
instrumented airfoil during blow-down tests. This information al-
lows computing the wall heat flux around the blade and subse-
quently the Nusselt number distribution. This is especially useful
at the design stages of cooling schemes in turbine blades and also
yields essential experimental data regarding the boundary layer
status, transition, turbulent spot growth, and speed. Single layer
and double layer substrates constitute the technical solutions usu-
ally employed to implement thin-film sensors onto airfoils in tran-
sient tunnels. The single layer thin-film gauges used at the von
Karman Institute consist of platinum thin-film gauges fired onto a
ceramic substrate. The entire blade might be manufactured in ce-
ramic for cascade testing [1], or inserts could be fitted into metal-
lic blades in the case of measurements on the rotor of a turbine
stage [2-4]. A faster and more flexible implementation was pos-
sible after the intensive development of the two-layered thin-film
gauge carried out at MIT [5] and University of Oxford [6]. In the
most recent applications at the von Karman Institute [7], the sen-
sor arrays were deposited on a polyamide sheet wrapped around
the airfoil with a double-sided adhesive.

The two-sided sensor proposed by Epstein et al. [5] consists of
two thin-film sensors mounted on either sides of the first insulat-
ing substrate, resulting in simpler data reduction requirements.
Piccini et al. [8] proposed to place a thermocouple between the
insulating layer and the metallic layer. However, this dual-sided
technique required the monitoring of two temperature signals at
each measurement location.
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The data reduction associated to both single-sensor one-layered
and two-layered thin-film gauges has traditionally relied on semi-
infinite, flat plate heat conduction. This so-called 1D approach is
especially appropriate in single layer configurations due to the low
thermal diffusivity of the ceramic substrate and the short duration
of the test [1]. Moreover, the thickness of the ceramic insert jus-
tifies the assumption of semi-infinite substrate during the test du-
ration [3]. Various approaches have been proposed to account for
the presence of multilayered substrates [9-11] but all of them rely
on the semi-infinite assumption on a flat plate.

Diverse solutions may be utilized to correct the curvature ef-
fects in unsteady heat transfer data from thin-film gauges [12-14].
In the noteworthy methodology proposed by Buttsworth and Jones
[15], radial heat conduction modeling allows constructing analyti-
cal corrections for the thin-film measurements. Such corrections
could be easily implemented in the routine 1D data analysis.
However, none of the proposed methods account for the presence
of a multilayered system, where the existence of a metallic sub-
strate under the insulating coating promotes 2D diffusion effects
once the thermal wave penetrates the polyamide substrate. Even
though curvature effects could be successfully accounted for, lat-
eral heat conduction phenomena are neglected.

Complete details of a new data processing methodology are
provided in the present work. The direct solution of the 2D un-
steady heat conduction equation in the airfoil section results in the
inherent ability to capture curvature effects, furthermore without
requiring the semi-infinite assumption. This numerical tool was
successfully applied to compute and analyze in detail the heat flux
in a cooled rotor geometry tested in a short-duration facility. The
airfoils are cooled internally with two radial cooling ducts. This
technique retrieves the temperature distribution inside the multi-
layered substrate due to viscous heating related to drag losses
during the turbine pretest rotation (~450 s) prior to the actual
test. Then, the influence of this nonuniform initial temperature
distribution in the subsequent experiment was assessed in a com-
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Fig. 1 Thin-film gauges at 15% rotor blade height

plex geometry, highlighting the presence of important 2D effects.
Finally the convective heat flux on the rotor airfoil is presented. In
the course of this investigation an interesting superposition effect
was identified and validated, which serves to simplify the heat
transfer data processing.

2 Experimental Apparatus

2.1 Rotor Cooled Airfoil. The rotor blades are representative
of state-of-the-art of transonic single-stage high pressure turbines.
The cooled airfoils were designed by Avio with a maximum turn-
ing of 105 deg to limit the secondary flows. Figure 1 shows the
rotor blade instrumented with a thin-film gauge array at 15%
height. The heat transfer gauges were calibrated in a controlled
temperature oven. To avoid spurious effects due to electronic drift
in the measurement chain components, the gauges are recalibrated
for every test. The slope of the calibration is conserved from the
oven calibration, while the intercept is corrected for every test in
an automated way.

2.2 Compression Tube Facility. The von Karman Institute
compression tube rotating rig is the world’s largest short-duration
compression tube facility. Figure 2 displays the test section lo-
cated between an upstream pressurized cylinder (compression
tube) and the downstream dump tank at vacuum. Therefore, the
Reynolds number and Mach number can be adjusted indepen-
dently. When the initially closed shutter valve opens, hot gas
flows across a cold turbine, simulating the heat transfer of a hot
engine. In the current measurement campaign the temperature ra-
tios are Treta/ Tgas=0.70 and Tegopant/ Tgas=0.64. The mass flow
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through the stage is controlled by opening a variable sonic throat
located in between the test section and the dump tank. The nomi-
nal turbine power is 1 MW at Re=10°, with supersonic vane
outlet conditions M,=1.07, while the rotor has transonic condi-
tions M3=0.89.

2.3 Typical Test Cycle. Initially, with the shutter valve
closed, the pressure in the upstream tube is set to a value that will
allow attaining the required pressure and temperature at the end of
the quasi-isentropic compression. By means of a vacuum system
the pressure level in the test section and dump tank is set equal to
about 30 mbars. The rotor is then spun up to almost its design
speed from O rpm to 6200 rpm in around 7 min, as displayed in
Fig. 3. After the pretest rotation, air in the tube is compressed by
the piston, which is driven by the high pressure line. Once the
required pressure in the tube is obtained, a fast acting valve opens
the shutter. As the piston continues the compression a choked
sonic throat (downstream of the test section) keeps constant the
design conditions for about 400 ms.

Regarding the spinning-up period Traupel [16] indicated that
the friction loss is a combination of different mechanisms, mainly
windage and ventilation. Both loss mechanisms contribute to heat
generation that is then transferred into the still air existing in the
test section. In the vicinity of the rotor blades, air is being swirled
due to viscous forces. This mechanism is called ventilation and
the generated loss is equal t0 Pyentijation=p5.571X 1077 rpm?,
which at 6000 rpm results in 5.8 kW. Windage losses are due to
the drag that the flow exerts on the rotor disk. This loss is a power
law of the speed and function of density. The exact values of the
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of the turbine facility
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Fig. 4 Two-layered substrate thin-film gauges

equation were obtained from deceleration tests performed in the
same turbine rotor between 6500 rpm and 5000 rpm at different
levels of pressure [17]: Pyingage=p-6.44 X 107 rpm?388L je. 0.3
kW at 6000 rpm. Part of the heat is being dissipated by convection
into the turbine end walls, and a significant part is transformed
into temperature increase in the test section.

2.4 Double-Layered Thin-Film Sensors. The thin-film tem-
perature gauges consist of a 2.5 mm serpentine nickel thin-film
with a resistance of 60 () deposited on an Upilex-S polyamide
sheet (produced by TAO Systems, Hampton, VVA). This instru-
mented plastic thin layer is glued on the blade surface with a
double-sided adhesive sheet. The sensing element of the thin-film
acts as a variable resistance thermometer, whose resistance varia-
tion is monitored by a Wheatstone bridge. The use of copper paths
allows performing connections with a negligible resistance (Fig.
4).

3 Data Processing Methodology

3.1 1D Processing. The classical data reduction technique
used for double-layered thin-film gauges comprises the resolution
of the 1D unsteady heat conduction equation in a multilayered
substrate:

1T _o1

adt  ax?

To solve this equation, a set of initial and boundary conditions

is needed: The wall temperature evolution measured with the thin-
film gauge is imposed T,,(0,t). Assuming that the last substrate is
semi-infinite, a second boundary condition is obtained: T(x
—o0,1)=T,. This assumption is valid as long as the test duration is

sufficiently short. The duration of the test and the heat penetration
depth are correlated with the following expression [3]:

—

L. =3.648at (2)

In the case of multilayer substrates, an additional boundary con-

dition ought to be imposed at the interface between each substrate,
namely, the heat flux continuity:

ar
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A Crank-Nicholson numerical discretization is employed to
solve the 1D unsteady heat conduction equation. It provides the
temperature field in the substrate at every time step and, subse-
quently, the wall heat flux at the gauge location:
aT
X
The local convective heat transfer coefficient is then computed

(4)
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Fig. 5 Computational domain for the 1D approach
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where the gas temperature Ty, is measured with microthermo-
couple probes [18], and the wall temperature evolution T,(t) is

monitored by the thin-film gauge (Fig. 5).

3.2 2D Novel Unsteady Heat Calculation. By contrast to the
previously presented 1D procedure, the current technique is able
to accurately determine the wall heat flux distribution regardless
of the complex airfoil geometry. The current method consists of
directly solving the 2D unsteady heat conduction equation in the
double-layered cross-sectional area of the tested airfoil. The initial
temperature distribution, together with the reconstructed tempera-
ture history provided by the thin-film gauges around the airfoil, is
necessary to solve the problem:

v _#1 &1

adt X% ay?

T(Xryro) = To(XxY), le € Q (6)

T D =Ty, xyedd, 0<t=t

A weighted residual (Galerkin) approach is used to derive the
finite-element equations from the governing differential equation,
Eq. (6). The solution of the resulting algebraic system provides
the time-dependent temperature distribution inside the body and
subsequently the normal heat flux to its external boundary [19]:

Qxy,=-k-nVT, xyedQ )

The conservative property of the Galerkin approach ensures the
continuity of the heat flux in the interface between the polyamide
sheet and the metallic substrate:

-k 'nVT=-k,-nVT, xyel (8)

The two-layered cross-sectional area of a cooled rotor blade is
discretized with a 170,000 element mesh, as shown in Fig. 6.

The internal layer of the substrate is the metallic blade itself,
and the external layer is the polyamide sheet (Upilex) over which
the thin-film is deposited (thickness=150 um). The finite-
element model of the 2D unsteady heat conduction is then em-
ployed to compute the time-dependent temperature distribution in
the numerical domain.

The external layer was meshed with triangular, structured ele-
ments, while the internal layer presents an unstructured mesh. A
careful sensitivity analysis was carried out to optimize the thick-
ness of the elements adjacent to the external Upilex surface. The
low thermal product ratios of the first and second layers,
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Fig. 6 FEM mesh of the two-layered rotor blade

Vp1C1ky/\p,Coks, indicate that large temperature gradients will
appear in the Upilex wall at every time step [20]. A wall element
thickness of 1.8 um proved to accurately capture these wall tem-
perature gradients. Elements with a length 20 times bigger than
their thickness permitted decreasing the total size of the mesh
without any loss of computation accuracy. A detail of the fine
mesh built in the first layer is depicted in Fig. 6.

The resulting stiffness matrix, sparse and sized 87,000, needs to
be solved with the efficient generalized minimal residual
(GMRES) method [21]. Despite the increased computational cost,
compared with 1D discretizations, computer capabilities permit
nowadays a fast solution of the present problem. The computa-
tional time of the current calculation takes about 15 min in a
Pentium 1V processor. Considering that the rotor airfoil contains
22 thermal gauges, each local wall heat flux derivation involves
around 40 s of computational time.

4 Results and Discussion

4.1 2D Effects in Actual Turbine Profiles. Two-dimensional
heat conduction effects are traditionally neglected in the process-
ing of short-duration heat transfer measurements. However, the
experimental correlations or analytical corrections to account for
radial heat conduction in curved regions do not consider the lat-
eral phenomena induced by the nonuniform temperature field in
the vicinity of the gauge under study. The semi-infinite assump-
tion, which implies the extension of the 1D domain to a certain
depth, is conversely not satisfied in the trailing edge region and
the vicinity of cooling ducts.

To highlight the shortcomings of a purely 1D approach, the heat
flux along the airfoil profile was computed prescribing as tem-
perature evolution the analytical variation in a flat plate corre-
sponding to a step of heat flux, therefore discarding any lateral
heat conduction phenomenon. The temperature law, obtained by
Doorly and Oldfield [10] for a 1D, semi-infinite double-layered
substrate, is linked to a wall heat flux step Gy

2 - - n2L?
To(t) = — Aw MmY2+2> A”{(t/w)l/zexp[ 1]
Vp1Ciky n=1 @
nL
- ——=erf(nLy/(aH)Y?) 9)
Vaq
where
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Table 1 Properties of the double-layered domain

p C k
(kg/md) (I/kg K) (W/m K)
First layer 1470 1130 0.288
Second layer 7900 460 18

A= VpiCiky = VpCoky
Vp1Ciky + VpaCok,

This equation was evaluated for a substrate with a first layer
thickness L;=150 wum and thermal properties defined in Table 1.
The imposed wall heat flux step is §,,=30,000 W/m?. The result-
ing time-dependent temperature evolution, with a duration of 0.5
s, is depicted in Fig. 7 together with the reconstructed wall heat
flux. These conditions are representative of short-duration experi-
ments in the compression tube facility.

The problem is solved in the cross-sectional area of the rotor
blade under study with a time step corresponding to the sampling
frequency and the next initial and boundary conditions

T(Q,00=0°C

T@QH=T,1), 0<t(s)=05

Temperature distribution in the cross-sectional area of the blade
is shown in Fig. 8(a), with the determination of four control
points. Wall heat flux distribution at the end of the test (t;
=0.5 s) is represented in Fig. 9(a). The associated error, depicted
in Fig. 9(b), is defined as

6(%) = 100 x 2920
Jdip

The expected heat flux step q,, is reconstructed in wide regions
of the pressure side and suction side during the whole test dura-
tion, proving that these regions fulfill the 1D hypothesis. How-
ever, the wall heat flux evolution around the leading edge and
trailing edge does not behave as a step function: The initial
30,000 W/m? heat flux reconstruction decays shortly after the
commencement of the test (see locations 1 and 3 in Fig. 8(b)).
This is due to the presence of curvature effects, mainly in the
leading edge, and the failure of the semi-infinite assumption,
which is predominant in the trailing edge.

The corrected wall heat flux in the leading edge can be com-
puted with the analytical correction proposed by Buttsworth and
Jones [15] for cylinders:

(10)

20 T T

q (W/m?)

s
0 0.1 0.2 0.3 0.4 0.5
time (s)

Fig. 7 Analytical temperature evolution and wall heat flux re-
construction under 1D semi-infinite assumptions
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Qr=01p ~ i(Tw -To) (11
The application of this equation, being R=24x107%, and (T,
-To) the temperature of the analytical law depicted in Fig. 7(a) at
t;=0.5 s, yields a decrease of 4% of the resulting wall heat flux
with respect to the 1D solution, i.e., 4;5=30,000 W/m?2. These
results do not agree with the wall heat flux computed with the 2D
approach in the leading edge, which results in a value 8% lower
than the 1D solution (see Fig. 9(b)).

4.2 Effects of Pretest Rotation. In spite of the relatively low
levels of pressure during the rotor speed up, ventilation losses
cause considerable blade heating. As a result of this process, the
rotor blade presents a nonuniform wall temperature profile at the
end of the pretest rotation (at about ~450 s). The experimental
temperature profile around the rotor blade is depicted in Fig.
10(a). Similar trends for an uncooled rotor were evidenced with
ceramic inserts [3]. Such distribution of external temperature re-
sults in a nonhomogeneous internal temperature map impossible
to predict by means of 1D routines. The computation of this tem-
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Fig. 9 (a) Wall heat flux distribution at t;=0.5 s in the rotor
blade submitted to uniform 1D boundary conditions and (b)
local error distribution with respect to expected 1D solution

perature field, and the surface heat flux associated, is of utmost
importance to determine the influence of this initial distribution in
the subsequent blow-down test.

The surface temperature evolution during the rotor speed-up
process can be approximated to a parabolic law, as depicted in
Fig. 10(b). Data acquisition during a conventional test can be
concentrated on the blow-down process if the temperature evolu-
tion in the gauge locations during the turbine pretest rotation are
fitted with the law

—— spinning up process

----- approximation
401
)
'_
30F
20 1 1 1 1 1
0 100 200 300 400 500 600

time (s)
Fig. 10 (a) Temperature distribution at the end of the turbine

pretest rotation (t,=450 s) and (b) parabolic fitting of the tem-
perature evolution during the pretest rotation
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Fig. 11 Temperature field in the cross-sectional area of the
two-layered rotor blade at t,=450 s

Ty, D =Te+ KX,y -2, Xy e dQ (12)

where Tq is the acquired initial temperature before the pretest
rotation, considered uniform in the cross-sectional area of the
blade. K(s) is a constant value for each gauge location, so as to fit
the local temperature measured at 6200 rpm.

The surface temperature in each external wall node is computed
at every time step with a cubic spline interpolation algorithm.
Thus, the necessary boundary conditions for the solution of the
2D unsteady heat conduction problem are imposed, together with
the uniform initial temperature distribution

T(Q,0)=T,

T(ﬁth) = Tpretest rotation(S/Smax:t): 0< tr(s) =450

Figure 11 shows the temperature field across the rotor blade at
the end of the pretest rotation (t,=450 s). Wall heat flux distribu-
tion, prior to the blow-down test, is represented in Fig. 12 (dashed
lines).

In both pressure and suction sides there exist regions where
heat exits the blade (q>0) and where heat enters the blade. This
is a consequence of the nonuniform heating of the blade during
the spinning-up process. Temperature distribution in the cross-
sectional area of the blade (Fig. 11) justifies the existence of this
pattern. This solution can be employed as initial condition in the
processing of a characteristic blow-down test.
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§ 2 e jnitial flux
o 4L 1
lo] O O‘d)“"
e o -
g e Oy, - E o . »
""o.,..,oO: Oy 0O
-1 -05 0 05 1
SIS
max

Fig. 12 Wall heat flux distribution at the end of the nonuniform
analytical blow-down (t;=0.5 s) versus initial wall heat flux dis-
tribution (t,=450 s)
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4.3 Blow-Down Flux With an Initial Temperature
Distribution. The effect of an initial temperature distribution
prior to the actual test is studied by means of analytical tempera-
ture evolutions. Let us consider that each gauge is submitted to an
external heat flux step of 30,000 W/m?. Considering that the
blade would behave as a semi-infinite flat plate, the temperature
evolution is the one given by Eq. (9) plus a temperature shift
dictated by the temperature at the end of the pretest rotation (see
Fig. 10(a)). Hence, the 2D unsteady heat conduction problem is
solved in the cross-sectional area of the coated rotor blade with
the next initial and boundary conditions

T(€2,0) = Tpretest rotation(X,Y,450)

T(IO1) = Ty (S/Spaet), 0 <te(s) <0.5

Figure 12 represents the surface heat flux reconstructed in the
blade wall and the initial heat flux to the blade at the commence-
ment of the blow-down. The influence of this initial heat flux
distribution on the solution is clearly observed, compared with the
wall heat flux obtained in the previous test case (Fig. 9(a)).

4.4 Superposition. The surface heat flux reconstructed in Fig.
12 is intrinsically associated with the global temperature history
experienced by the blade during the spinning-up process followed
by the short-duration test. This evolution is depicted as law (1) in
Fig. 13 and can be decomposed into two independent temperature
evolutions: law (11), which accounts for the pretest rotation heat-
ing, and law (111), which accounts for the blow-down process.

Therefore, the resulting heat flux could be computed as the
superposition of the heat flux at the end of law (II) and the heat
flux at the end of law (I11). Considering the blow-down contribu-
tion (111), the wall heat flux derived at t,=450 s is obviously zero,
and the wall heat flux decrease in the short straight step (t,
<t(s) <t,+t;) of the spinning-up contribution (II) may easily be
negligible. Then, it is clear that the surface heat flux at the end of
the global temperature history can be computed as the addition of
the initial heat flux to the blade (due to the pretest rotation heat-
ing) and the heat flux obtained in the solution of the blow-down
with a uniform initial temperature distribution.

This conclusion is shown in Fig. 14(a), where surface heat flux
computed with the presented superposition principle is compared
with the solution of the heat flux associated with the global tem-
perature history. Divergences between both solutions are negli-
gible, and the resulting relative error of the superposition is, in
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any case, not higher than 1%, as shown in Fig. 14(b).

It is therefore admissible to sum up both separate solutions,
which is of great importance for the simplification of the data
processing methodology. The computation of the initial heat flux
due to the pretest rotation, and the analysis of the short-duration
test, can be solved independently. This principle provides the data
processing routine with high flexibility. In problems where 2D
heat conduction effects can be neglected, the final local heat flux
can be obtained as the result of superimposing the initial wall heat
flux (computed with the 2D approach) and the wall heat flux dur-
ing the blow-down (computed with 1D assumptions). For the sake
of simplicity, a 1D test was performed to account for the tempera-
ture profile inside the substrate during the global process (pretest
rotation+blow-down). Temperature evolution corresponding to
the leading edge of the rotor blade during the pretest rotation
yields the wall heat flux evolution depicted in Fig. 15(a).

The solution derived at the end of the process is completely
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Fig. 15 (a) Wall heat flux evolution in the leading edge during
the pretest rotation and (b) temperature distribution inside the
leading edge substrate at the end of the pretest rotation (t,
=450 s)
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Fig. 16 (a) Wall heat flux evolution during a 1D blow-down for
different initial temperature distributions and (b) shifted tem-
perature profiles at the end of the pretest rotation and blow-
down processes

different from the corresponding local wall heat flux to the blade
computed with the 2D approach. It confirms again that 2D diffu-
sion effects are dominant during the turbine pretest rotation. The
corresponding temperature profile inside the substrate at the end
of the pretest rotation, t,=450 s, is depicted in Fig. 15(b).

Wall heat fluxes during an analytical blow-down have been
computed with initial uniform condition, imposing the 1D tem-
perature profile of Fig. 15(b). It is clear in Fig. 16(a) that the wall
heat flux derived from nonuniform initial conditions corresponds
to the superposition of the analytical wall heat flux
(30,000 W/m?) and the wall heat flux at the end of the
spinning-up period (6120 W/m?).

Temperature profiles at the end of the blow-down with both
initial conditions are shown in Fig. 16(b). It can be observed that
the slope difference of both profiles is equal to the slope (and
indirectly the wall heat flux) at the end of the pretest rotation.

4.5 Experimental Wall Heat Flux Distribution. The pre-
sented 2D methodology is next assessed with experimental data
from a blow-down test. Figure 17 compares the heat flux derived
with the 2D methodology with uniform initial temperature distri-
bution (Ty=0°C) and the result of applying the superposition
principle over this solution (thus adding the initial heat flux of Fig.
12). The relative error defined as

QZDTO(x,y) ~ Otest

£(%) =100 X (13)

q2DTO(x,y)
is, in some regions, of the order of =20% due to the neglect of the
initial heat flux due to the spinning-up heating.

Classical 1D methodology was also employed [7], and the de-
rived distribution was added to the initial heat flux that results
from the pretest rotation. The comparison between the 1D and 2D
superimposed distributions is shown in Fig. 18. Higher discrepan-
cies exist in the leading edge and trailing edge region, as expected
from the results obtained in the analytical test derived in Fig. 9.

Figure 19 shows the comparison between the corrected 1D data,
using Eq. (11), and the results of the 2D computation. Although
the corrections applied to the 1D data bring both solutions closer,
still there are discrepancies in the leading edge region. The origin
of these differences, of the order of 4%, can be found on the fact
that Eq. (11) applies for cylinders, while the leading edge of the
rotor blades does not present a constant curvature radius.

Moreover, the 2D diffusion promoted in the steel substrate once
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Fig. 17 (a) Experimental wall heat flux computation for uni-
form and nonuniform initial temperature distributions and (b)
local error distribution referenced to uniform initial conditions

the thermal wave penetrates the Upilex steel interface is not taken
into account, nor is the lateral heat conduction phenomena in-
duced in the leading edge due to the observed temperature gradi-
ent. Similar trends were found in the analytical study depicted in
Fig. 9. On the other hand, there are no expressions available to
correct 1D experimental data in the trailing edge region.

5 Conclusions

An innovative methodology for processing transient heat trans-
fer experiments with double-layered thin-film gauges was devel-
oped. The technique consists of solving the 2D unsteady heat
conduction equation in the double-layered cross-sectional area of
a turbine airfoil with finite-element discretization. The method
was successfully employed to prove the existence of 2D heat con-
duction phenomena in short-duration heat transfer experiments.
Under analytical boundary conditions for 1D models, it was dem-
onstrated that the leading edge and the trailing edge of the airfoil
do not fulfill the requirements for the classical 1D postprocessing
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Fig. 19 (a) Wall heat flux computed with 2D approach and 1D
approach corrected with Buttsworth and Jones’ [15] analytical
expressions and (b) local error distribution referenced to 1D
corrected results

assumptions: 2D heat conduction phenomena appear, as a result of
the curvature of the geometry and the absence of a semi-infinite
substrate.

The temperature distribution and wall heat flux to the blade at
the end of the pretest rotation in rotating facilities, as a result of
ventilation preheating, were also assessed. The important contri-
bution of this nonuniform wall heat flux in the subsequent short-
duration test was determined. Experimental data were processed
with the novel methodology and with classical 1D models com-
bined with analytical expressions to account for the radial heat
conduction in the leading edge. These 1D corrections do not re-
produce faithfully the solution obtained with the 2D methodology
due to the failure of the restrictive assumptions of their analytical
derivation.

The superposition principle proved to be a powerful tool for
data processing routines. The separate solutions of the initial heat
flux after the pretest rotation heating, and the blow-down test, can
be added to yield the final surface heat flux distribution.

The large potential of the technique makes possible its exten-
sion to the heat transfer data processing of other techniques (such
as infrared thermography and liquid crystal). Furthermore this
procedure can be used as a design tool for optimizing airfoil heat
transfer instrumentation.
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An Experimental Investigation of
the Cold Mass Fraction, Nozzle
Number, and Inlet Pressure
Effects on Performance of
Counter Flow Vortex Tube

This paper discusses the experimental investigation of vortex tube performance as it
relates to cold mass fraction, inlet pressure, and nozzle number. The orifices have been
made of the polyamide plastic material. Five different orifices, each with two, three, four,
five and six nozzles, respectively, were manufactured and used during the test. The ex-
periments have been conducted with each one of those orifices shown above, and the
performance of the vortex tube has been tested with air inlet pressures varying from 150
kPa to 700 kPa with 50 kPa increments and the cold mass fractions of 0.5-0.7 with 0.02
increments. The energy separation has been investigated by use of the experimentally
obtained data. The results of the experimental study have shown that the inlet pressure
was the most effective parameter on heating and the cooling performance of the vortex
tube. This occurs due to the higher angular velocities and angular momentum conserva-
tion inside the vortex tube. The higher the inlet pressure produces, the higher the angular
velocity difference between the center flow and the peripheral flow in the tube. Further-
more, the higher velocity also means a higher frictional heat formation between the wall
and the flow at the wall surface of the tube. This results in lower cold outlet temperatures

and higher hot outlet temperatures. [DOI: 10.1115/1.3111259]

Keywords: counter flow vortex tube, cold mass fraction, heating, cooling

1 Introduction

The vortex tube, also known as Ranque vortex tube, Hilsch
vortex tube, and Ranque-Hilsch vortex tube, is a device that en-
ables the separation of hot and cold air as pressurized air flows
tangentially into the vortex chamber through inlet nozzles [1-5].
Vortex tube was first discovered in 1933 by metallurgist and
physicist Ranque, and the German physicist Hilsch improved the
design [6]. A vortex tube consists of one or more inlet nozzles, a
vortex chamber, a cold-end orifice, a hot-end control valve, and a
tube [7]. Specially designed vortex chamber’s internal configura-
tion, combined with the effect of the pressure, accelerates the air
to a high rate of rotation (over a million rpm) [8].

A high pressure gas stream enters into the vortex tube, tangen-
tially, and there it splits into two lower pressure streams: one hot
and one cold temperature streams. Cold gas stream leaves the tube
through a center orifice near the entrance nozzle, while the hot gas
stream flows toward control valve and leaves the tube there [4,9].
Centrifugal separation of the two split flow elements, and their
adiabatic expansion causes the energy separation in the vortex
tube system.

The vortex tube can be used in many industrial applications
such as cooling equipment of computer numerical control (CNC)
machine tools, refrigerators, cooling suits, heating processes, etc.,
because it is simple, compact, light, and quiet. Since it has no
moving parts, it does not cause to break or wear the unit and
therefore it requires little maintenance [7,10]. There are two types
of flow in vortex tubes, such as parallel flow and counter flow
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[4,11]. The working principle of the counter flow can be defined
as follows: A compressible fluid, which is tangentially introduced
into the vortex tube from nozzles, starts to make a circular move-
ment inside the vortex tube at high speeds, caused by the cylin-
drical structure of the tube, depending on its inlet pressure and
speed. A pressure difference occurs between the tube wall and the
tube center caused by the friction of the fluid circling at high
speeds, though the radial pressure gradient also is partially respon-
sible for the separation of the two streams. The speed of the fluid
near the tube wall is lower than the speed at the tube center due to
the effects of wall friction. As a result, the fluid in the center
region transfers energy to the fluid at the tube wall, depending on
the geometric structure of the vortex tube. The cooled fluid leaves
the vortex tube by moving against the main flow direction after
the stagnation point, whereas the heated fluid leaves the tube in
the main direction [12]. In Figs. 1 and 2 the schematic represen-
tations of the parallel flow and counter flow vortex tubes are
shown. In this study, the counter flow vortex tube was elected.
The energy separation in counter flow vortex tube is shown in Fig.
3

Ahlborn et al. [13] carried out measurements in the vortex tubes
to support their models for calculating limits of temperature sepa-
ration. They also attributed the heating to the conversion of kinetic
energy into heat and the cooling to the reverse process. Ahlborn et
al. [14] identified the temperature splitting phenomenon of a
Ranque—Hilsch vortex tube in which a stream of gas divides itself
into a hot and a cold flow as a natural heat pump mechanism,
which is enabled by a secondary circulation.

Lewins and Bejan [15] suggested that the angular velocity gra-
dients in the radial direction give rise to frictional coupling be-
tween different layers of the rotating flow resulting in a migration
of energy via shear work from the inner layers to the outer layers.
Trofimov [16] verified that the dynamics of internal angular mo-
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Fig. 1 The schematic representation of a parallel flow vortex
tube principle [11]

mentum leads to this effect. Saidi and Valipour [17] presented
information data on the classification of the parameters affecting
vortex tube operation. In their study, the thermophysical param-
eters such as inlet gas pressure, type of gas and cold gas mass
ratio, moisture of inlet gas, and the geometrical parameters, i.e.,
diameter and length of main tube diameter of the outlet orifice and
shape of the entrance nozzle, were designated and studied. Singh
[18] reported the effect of various parameters such as cold mass
fraction, nozzle, cold orifice diameter, hot outlet of the tube, and
L/D ratio on the performance of the vortex tube. Dincer et al. [12]
investigated the effect of control valve tip angle on the perfor-
mance of Ranque-Hilsch vortex tube using different inlet pres-
sures (P;=200-420 kPa) and different nozzle numbers (N
=2,4,6).

Cockerill [11] studied the vortex tubes for use in gas liquefac-
tion and mixture separation as applied to uranium enrichment for
determining the basic performance characteristics, and the rela-
tionship between cold air temperature versus hot air temperature,
and cold mass fraction, and the variation in the hot discharge tube
wall temperature with a hot tube length. Cockerill also reported a
mathematical model for the simulation of a compressible turbulent
flow in a vortex tube. Promvonge and Eiamsa-ard [19] experimen-
tally studied the energy and temperature separations in the vortex
tube with a snail entrance. Depending on their experimental re-
sults, the use of a snail entrance could help increase the cold air
temperature drop and improve the vortex tube efficiency when
compared with those of original tangential inlet nozzles. Prom-
vonge and Eiamsa-ard [20] furthermore reported the effects of the
number of inlet tangential nozzles, the cold orifice diameter, and
the tube insulations on the temperature reduction and isentropic
efficiency of the vortex tube. Aydin and Baki [21] investigated
experimentally the energy separation in a counter flow vortex tube
having various geometrical and thermophysical parameters.
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Fig. 2 The schematic representation of a counter flow vortex
tube principle [11]
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Fig. 3 Energy separation of counter flow vortex tube [11]
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Fig. 4 Orifices used in the experiments

In this study, the performance of a counter flow type vortex
tube is determined in regard to the measured cold outlet tempera-
ture and the hot outlet temperature gradient. The difference of this
study from the previous studies is to determine the performance of
the counter flow type vortex tube (L/D ratio is 15) by use of the
processing conditions such as inlet pressure in a large pressure
scale with very small increments, cold mass fraction with small
increments, and nozzle numbers from 2 to 6 together.

2 Experimental Study

In this study, a counter flow type vortex tube with L/D ratio
equal to 15 was used. Five different orifices with different nozzle
numbers (2-6) have been manufactured and used in the experi-
ments, as shown in Fig. 4. Polyamide plastic was used as an
orifice material. The thermal conductivity of polyamide plastic is
0.25 W/m*®C, the specific heat is 4400 J/kg°C, and its density
is 1173 kg/m?. Each one of the nozzles has the same constant
rectangular cross section (22 mm?). The schematic of the ex-
perimental setup is shown in Fig. 5.

The inlet pressures and the hot and cold outlet pressures of the
vortex tube have been measured by use of a pressure gauge (pre-
cision tolerance of +0.01 bar), as shown in Fig. 5. The mass flow
rates at the cold and hot outlets of the vortex tube have been
measured by use of a rotameter with +0.02 m3/h precision tol-
erance. The temperatures of the pressurized air at the inlet and the
cold and hot outlets were measured by use of a digital thermom-
eter with =0.5°C precision tolerance, and the obtained tempera-
ture values have been converted into kelvins. Temperature probes
of the digital thermometer were placed into the @1 mm hole,
which was drilled at the center of the vortex tube and 1 cm away
from the cold and the hot outlets. The cavities between the probes
and the hole were filled with silicon in order to prevent the leak-
age. A control valve has been mounted on the hot outlet of the
tube in order to adjust the mass flow rate of the hot air. With the
help of this valve, cold mass fraction (u;) was being adjusted
from 0.50 to 0.70 in 0.02 increments. Before starting the experi-
mental studies, the control valve on the hot outlet was kept in

%

of

1. Compressor

2. Pressure gauge

3. Cold fluid outlet

4. Hot fluid outlet

5. Rotameter

6. Digital thermometer
7. Valve

8. Orifice

9. Vortex tube

v
|

o

Fig. 5 The schematic of the experimental setup
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Fig. 6 Cold outlet temperatures versus cold mass fractions at
P;=700 kPa inlet pressure

fully open position. And then the air compressor was started and
by use of the valve placed on the vortex tube inlet side, the be-
ginning pressure value of 150 kPa was reached. Until the constant
temperature values have been reached at the cold outlet and at the
hot outlet of the vortex tube, the compressed air flow is continued.
And during this stage, the mass flow rates and pressures of the air
at the cold outlet and hot outlet were measured by using rotame-
ters and pressure gauges, respectively. This experimental cycle
was made three times for the entire inlet pressures selected (150—
700 kPa with 50 kPa increments) and for the cold mass fractions
(0.50-0.70 with 0.02 increments) with the different orifices se-
lected (with two, three, four, five, and six nozzle numbers). The
mean values of the measured results have been used to obtain the
energy separation.

3 Results and Discussion

In this study the performance of the vortex tube with L/D
=15 and N=2,3,4,5,6 was tested under the P;=150-700 kPa
and u.=0.50-0.70 conditions with compressed air. The cooling
(AT,) and the heating (AT,,) effects of the vortex tube are defined
as follows, respectively:

AT =T;- T, (1)

AT =Ty~ T; 2

In general, the performance of the vortex tube was defined as

the difference between the heating effect and the cooling effect

[18,20]. Subtracting Eq. (1) from Eqg. (2) gives the vortex tube
performance equation as follows:

AT=T,-T, (3)

The cold mass fraction is one of the important parameters since
it indicates the vortex tube performance and the energy separation
inside the vortex tube. Cold mass fraction is defined as the per-
centage of the pressurized air input to that released through the
cold end of the tube and can be calculated by using Eq. (4). The
cold mass fraction can be controlled by the cone valve, which is
placed at the hot end of the tube. This can be expressed as fol-
lows:

M
Me= "

_ (@)
m;

where m; and m, are the mass flow rates at the inlet of the vortex
tube and at the cold outlet, respectively [22]. For each of the
nozzles used in the experiments, the minimum cold outlet tem-
perature value was measured when u.=0.56 and P;=700 kPa.
The measured minimum cold outlet temperatures of the air at 700
kPa inlet pressure are shown in Fig. 6.
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Fig. 7 Hot outlet temperatures versus cold mass fractions at
P;=700 kPa inlet pressure

As shown in Fig. 6, for each one of the nozzles used when the
M Was adjusted to 0.56 with N=2,3,4,5,6 the cold outlet tem-
peratures were measured as follows: 265.66 K, 263.36 K, 271.06
K, 272.16 K, and 274.06 K, respectively. For each one of the
nozzles used in the experiments, maximum hot outlet temperature
values have been measured when u.=0.7 and P;=700 kPa. The
measured maximum hot outlet temperatures of the air at 700 kPa
inlet pressure are shown in Fig. 7.

As shown in Fig. 7, when the w. was adjusted to 0.70 for each
one of the nozzles of N=2,3,4,5,6 the hot outlet temperatures
were measured as follows: 308.96 K, 305.76 K, 305.76 K, 296.96
K, and 292.56 K, respectively. The cold mass fraction is the maxi-
mum cold mass fraction ratio used in this study. But, as shown in
Fig. 7, increasing the cold mass fraction ratio also shows an in-
creasing tendency of the hot outlet temperature. And this means
that in order to obtain a higher hot outlet temperature the cold
mass fraction ratio is to be increased.

When we look at Figs. 6 and 7 again, the hot outlet temperature
values changing from maximum to minimum have been obtained
for the nozzle numbers of 2, 3, 4, 5, and 6, respectively, while the
cold outlet temperature values varying from minimum to maxi-
mum have been obtained for the nozzle numbers of 3, 2, 4, 5, and
6, respectively.

For testing the performance of the vortex tube the temperature
gradient was used, and the performances are shown in Figs. 8-12
according to cold mass fraction and inlet pressure for each of the
orifices. Increasing the orifice nozzle number has decreased the
cold and the hot outlet temperature gradient. But, if the nozzles
are considered separately, the increase in the pressure also in-
creases the temperature gradient. As shown in Figs. 8-12, increas-
ing the vortex tube inlet pressure has also increased the tempera-
ture gradient between the cold and the hot outlets. However,
increasing the orifice nozzle number has decreased the cold and
the hot outlet temperature gradient. For testing the performance of
the vortex tube the temperature gradient was used, and the perfor-
mances are shown in Figs. 8-12 according to cold mass fraction
and inlet pressure for each one of the orifices. It is understood
from the graphics that the inlet pressure is the most effective
parameter for heating and cooling performances.

As shown in Figs. 8-12, the temperature gradient between the
cold and hot outlets is decreased when we consider the effects of
the nozzle numbers. But, if we consider the nozzles separately the
increase in the pressure increases the temperature gradient.

4 Conclusion

In this study, the experimental data for a counter flow type
vortex tube with L/D=15 have been tested by using the com-
pressed air and five different orifices with different nozzle num-
bers (N=2,3,4,5,6) under the processing conditions of 150-700
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Fig. 12 The temperature gradient versus cold mass fractions and inlet
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kPa with 50 kPa increments and cold mass fractions of 0.5-0.70
with 0.02 increments to obtain the vortex tube performance. To do
so, the difference between the heating effect and the cooling effect
is used as the performance metric. According to the experimental
results, the temperature gradient between the cold and hot outlets
is decreased when we take into account the effects of the nozzle
numbers. But, if we consider each nozzle separately the increase
in the pressure increases the temperature gradient. Furthermore, it
appears that as the nozzle number increases, the temperature gra-
dient becomes less sensitive to the inlet pressure. The maximum
temperature gradient between the cold and hot outlets is obtained
when the orifice number is 2. This can be explained by the flow
rate variations. For a fixed mass flow rate, when the nozzle num-
ber is increased it means that the total flow area increases and the
orifice exit velocity decreases, as shown in Fig. 13.

Increasing the vortex tube inlet pressure, the temperature gra-
dient between the cold and the hot outlets was increased. Increas-
ing the orifice nozzle number has decreased the cold and the hot
outlet temperature gradient. Furthermore, the minimum cold out-
let temperature was measured when w. was 0.56 and P; was 700
kPa, and the maximum hot outlet temperature was measured when
e was 0.70, which is the last tested maximum cold mass fraction
in this study and then P; was 700 kPa. This means that under
those high pressure conditions, high cold mass fractions give

Journal of Heat Transfer

greater air flow, but they do not possibly give the lowest tempera-
tures. The combination of high cold mass fraction of air flow and
cold outlet temperature produces the maximum cooling capacity.
A low cold mass fraction means that a smaller volume of air
comes out, which is very cold. In short, the less the air is released,
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=
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Fig. 13 Mass flow rate variation according to the nozzle
number
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the colder the air will be. For cooling applications such as spot
cooling needs, cooling of the cutting tools in manufacturing pro-
cesses, etc., for a fixed mass flow rate, the minimum cold mass
fraction has to be chosen, and for heating applications such as
melting the glues, softening the plastics, humidifying the ambient
air, etc., for a fixed mass flow rate, the cold mass fraction ratio has
to be increased.

Nomenclature
m = mass flow rate, kg/s
= pressure, kPa
T = temperature, K
AT = temperature gradient, K
me = cold mass fraction

o

Subscripts

i = inlet

¢ = cold outlet
h = hot outlet
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Optimizing ever smaller heat exchangers determines two opposite needs: augmenting
performances, on the one hand; removing heat in excess to reduce failures, on the other.
This numerical study, modeled thanks to Bejan’s Constructal theory, researches the over-
all optimization of finned modules, differently shaped and combined, cooled by air in
laminar flow and forced convection condition: Losses of pressure, together with heat
removed, contribute to the final assessment made through a novel idea of performance
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1 Introduction

Modern technology requires more powerful and heat generating
components to be utilized. The easiest solution would be that of
using bigger heat exchangers, but volume occupation is also a
problem. So optimizing shape and flow conditions in a heat ex-
changer is now compulsory. Numerical codes can help in such
purpose, saving time and money with respect to experimental ap-
proaches. In scientific literature manifold contributes analyze ther-
mal performance trends of extended surfaces with different
boundary conditions superimposed. Among them, Refs. [1,2] offer
useful experimental results in relation to air cooled finned heat
exchangers. Moreover, in Ref. [3], one can observe the perfor-
mances in the air side of the same exchangers. Other studies,
mainly theoretical-numerical ones, offer a more complete vision
of the processes analyzed. Among the most relevant ones one can
quote Refs. [4—6], analyzing the performance of a few finned heat
exchanging devices in relation to their geometry. There are also
papers, such as Ref. [7], facing this problem for each single fin.
Such approach fully matches that employed in the present paper.
Here, starting from the root of the problem (i.e., the fin), it is
investigated how to affect the behavior of the whole heat ex-
changer. Other researches, as in Refs. [8,9], provide, instead, a
comparative analysis among different kinds of finned shapes uti-
lized in a modular context. The present investigation derives from
such approaches and from the subsequent developments made by
the same authors of this paper. The importance of simple shapes is
confirmed by many papers in literature, as in Refs. [10,11], where
we can find an interesting example of performance optimization in
differently shaped metal cavities wetted by a coolant. The inves-
tigation performed here is based on a numerical approach to
evaluate the performances of finned heat exchangers. The advan-
tages of an enhanced and optimized geometry is an already ac-
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heat removal, fins, numerical methods,

quired datum in the scientific panorama and many papers faced
this phenomenon, which presently represents the “bottle neck”
limiting further technological developments [12-21]. The re-
searches recently performed by the authors of the present paper
and published in Refs. [22-25] utilized a commercial finite ele-
ment method (FEM) computational fluid dynamics (CFD) code
called comsoL mMuLTIPHYSICS and were all based on Bejan’s Con-
structal theory, a very powerful modeling approach. In particular,
in Ref. [26] Bejan and Almogbel faced the problem of optimizing
T-shaped fins to get the highest conductance possible through the
fin root. Many applications proving the effectiveness of the Con-
structal theory are easily available in literature, in a large number
of fields. A useful example is that in Ref. [27], analyzing the
geometrical evolution of droplets impact against a solid plane
wall, in function of their final velocity. In Ref. [23] Lorenzini and
Moretti tested the accuracy of the numerical code, via the method
adopted, by analyzing the same geometry and boundary condi-
tions of [26]: The performance results were in extremely good
agreement with the reference study. Successively the challenge
shifted to the research of new fin geometries able to further im-
prove the thermal removing ability of the extended surface sys-
tems considered. So, in Ref. [22], the case of Y-shaped fins was
studied, which were designed starting from the optimized
T-shaped ones obtained in Ref. [23]. This was made possible by
the introduction of new morphological parameters such as the
angle between the two horizontal arms of the fin and the fin en-
cumbrance. Once determined which kind of fins could determine
which kind of heat removal advantage, a further step was that of
investigating multifin modules. This was made in Refs. [24,25]
with the aim of designing a device to be applied in an industrial
production context. It was so achieved an interesting outcome:
clarifying which multifin system can assure the best performance.
However, as in Ref. [26], the boundary condition superimposed at
the interface fin—Ilocal environment, in all the studies performed
[22,25], was that of ideally forced convection with infinite veloc-
ity of the coolant sweeping the fins along their sides (or, in other
words, a pure conductive model), i.e., constant convection coeffi-
cient. This, of course, denotes the particular condition of a fluid,
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which is not affected by the contact heating because of its infinite
velocity, but cannot cope with the entire amount of technical cases
possible. So it was necessary to do further research concerning
actual forced convection with variable heat exchange coefficients.
This condition, novel for what relates a Bejan’s Constructal theory
approach to this kind of problems, is one of the challenges of the
present paper. As anticipated, the models onto which this investi-
gation is based represent the technological context in a very ac-
curate way. The practical aim of the study is so evident; in fact,
both the flow and the thermal fields inside the coolant (air) are
fully considered to solve the general problem called conjugate
heat transfer. In more detail, attention has been put to the study of
different layouts of fins, in order to identify which configurations,
intended as flow conditions and mutual location of the profiles
examined, perform better in specific applications. In particular,
this study focuses on a laminar flow condition with a Reynolds
number of less than 1500. Therefore the process of optimization
takes into account not only the thermal flux removed by the finned
extensions, but also the losses of pressure within the coolant,
which is the pumping power required by the heat exchanger to
work in that particular way. Such choice implied the necessity of
defining a criterion able to identify univocally this “convenience”:
This is also a goal of the present publication. It has, in fact, been
defined a parameter, called overall performance coefficient, con-
sidering both aspects into account for a final decision about the
most convenient heat exchanger, depending on the application re-
quired.

2 Systems and Conditions Investigated

The geometrical models employed in this research can be re-
ferred to two different roots. The first root is that of the classic |
shape (see Fig. 1), very common in heat exchangers for electronic
applications. The second root is that of the Y profiles (see Fig. 1)
already optimized in Refs. [22,24,25]. The characteristic dimen-
sions of these fins, defined in Fig. 1, are B, (m) and H, (m), for the
former shape, and By (m) and Hy (m), for the latter. They satisfy
the following condition:

H =Hy; B;=By 1)
The optimal Y fin and module were determined for certain geo-
metrical ratios: (fin base thickness/fin arm thickness)=5 and
(fin base length/fin arm length)=0.07. The intention was to op-

timize the evaluation parameter, i.e., the dimensionless conduc-
tance g*, defined as [26]

* au
k(TR - Tw)

where g, (W m™) is thermal power per unit length through the
root of the heat exchanging profile; k (W m™ K1) is thermal
conductivity; Tg (K) and T, (K) are the fin root temperature and
the undisturbed one (that is the undisturbed flow inlet tempera-
ture), respectively. The reference studies focused on thermal con-

q )
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Fig. 2 Example of Aina fin

duction, with the convection coefficient h (W m=2 K1) being
constant. That parameter was defined in function of the geometry
of the fin [26]

2
a‘k
h=—+=
2VA

where a is a number dependent on thermal convection, k
(W m ™ K1) is thermal conductivity, A (m?) is the surface sub-
tended by the horizontal arms of the fins, as Fig. 2 displays. The
assumptions adopted in Refs. [22-25] approximate the process of
a refrigerant fluid flowing in the z-direction (see Fig. 3) with “in-
finite” velocity. In the present study, instead, the attention has
been drawn by the “actual” phenomenon of forced convection; the
thermal fluid dynamics within the refrigerant fluid (air, Pr=0.71)
flowing along the x-axis (see Fig. 3) was also numerically simu-
lated. As Fig. 4 shows, the geometrical model utilized in the simu-
lations performed is composed of a duct of fixed length, chosen
after suitable tests and the superimposition of an inlet parabolic
flow profile. The parameter L (m) displayed in Fig. 4 represents
the length of the multifin module, which gives the pitch of the
periodical structure of a multimodule (with Y fins) heat exchanger
[24,25]. Its multiple 3 X L=Lp (m) was a fundamental parameter
here, which has been kept constant throughout the research, while
H (m), the height of the duct considered, varied through the varia-
tion in the dimensionless duct shape ratio 6

_H
=

On the whole, four geometrical models have been analyzed. Each
model was characterized by a particular shape, as their name will
recall from now on. These shapes, from A to D, are displayed in
Figs. 5-8. As the four geometries considered prove, the study puts
in relation the Y shape with the “classic” | one, comparing the
two. As explained above, the cross-sectional area of the | profile is
half of the Y one; this justifies a 1:2 comparison, where five Y fins
are compared with ten | fins, and each one of the four shapes
investigated have the same cross-sectional area. Moreover, in all
the tests performed for this study, the length (horizontal direction)
devoted to a heat exchanging module has been always kept con-
stant and equal to Lp (m), both in the case of fins concentrated on
the bottom surface of the duct and in the case of fins distributed

@)

0 (4)

Fig. 3 Heat exchanging module with Y fins

2
/ /
T, [ L L

Fig. 4 Example of geometrical model simulated (duct) and its
characteristic dimensions
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Fig. 5 Shape A: | fins just at the bottom surface

both on the bottom and on the top surfaces. Then, to focus on a
specific problem once the geometrical parameters involved in the
study have been fully defined, it was also superimposed a condi-
tion of laminar flow acting on the inlet flow, with the Reynolds
number never exceeding 1500, defined as

Re=upDy™* (5)

where u (m s71) is the x-component of the channel inlet velocity
(see Fig. 3), p (kg m~2) is the volumic mass of the refrigerant fluid
at its inlet temperature, 7 [kg m™t s71] is the dynamic viscosity of
the refrigerant fluid at its inlet temperature, and D (m) is the
characteristic length of the duct, computed starting from the idea
of equivalent diameter

_8
PCS

D (6)

where P, (m) is the duct cross sectional perimeter “wetted” by
the refrigerant fluid and S (m?) is the duct cross-sectional area. As
a consequence of the geometry adopted, the characteristic length
D (m) is equal to 2H (m), double the duct height. As clearly
anticipated, this investigation aims at creating a novel tool for the
correct choice of the suitable heat exchanger in each particular
application. The answer the industry gives to such a problem is
related to which of the two following needs is more important:
either to remove more elevated heat fluxes per unit surface, so
requiring compact heat exchangers with high performance, or to
reduce, as possible, the pumping power requested by the forced
convection process involving the refrigerant fluid. The latter
draws attention on the losses of pressure, which, by the way, tend
to be inversely proportional to the heat removing performances.
Such a variable, fundamental for the present evaluation, has been
computed as the difference between the mean inlet pressure pj,
and the mean outlet pressure p,,, made dimensionless by dividing
it by the atmospheric pressure p,=1.013%x 10"t MPa:

Fig. 6 Shape B: | fins both at the bottom and at the top
surfaces

NININININS

Fig. 7 Shape C: Y fins just at the bottom surface

NN

L N NSNS

Fig. 8 Shape D: Y fins both at the bottom and at the top
surfaces

Journal of Heat Transfer

Table 1 Grid refinement depending on shape ratio 6

Shape ratio
Geometry 6=0.1 6=0.15 6=0.2 6=0.25
Shape A 8060 10,364 12,428 14,604
Shape B 8186 10,554 12,592 14,834
Shape C 8933 11,135 13,285 15,565
Shape D 9247 11,437 13,555 15,753
Ap* - Pin = Pout (7)
Po

So, the final challenge faced here is that of finding an overall
optimization criterion for the heat exchanging extended profiles,
as a consequence not only of heat removing issues, as generally
done, but also of more general evaluations of the process occur-
ring. The boundary conditions applied to all the models investi-
gated (issue treated in Sec. 3 of this paper) are partially in com-
mon with those in Refs. [22-25]: Ty (K) is equal to 373.15 K and
T.. (K) is equal to 297.15 K. These values, dimensional, are arbi-
trary but they do not limit the general applicability of the study, as
the parameter investigated (and to be optimized) is the dimension-
less conductance q*, as defined in Eq. (2). Moreover, for what
concerns the material which the fins are made of, aluminum was
chosen, which has a thermal conductivity k (W m™ K1) equal to
200 W m™! K. This choice, again, is arbitrary even if typical of
the field, but through the definition of Eq. (2), it does not affect
the generality of the treatment. It was then superimposed a null
duct outlet pressure, typical in numerical modeling, so as to obtain
an inlet backward value equal to the actual difference in pressure
between inlet and outlet. Obviously, volumic mass and viscosity,
necessary for the correct punctual computation of the flow and
temperature fields within the domain, were initially computed at a
pressure value py (Pa). The relations employed for viscosity and
volumic mass are [28]

7(T) = (- 7.887 X 107%2) (T2 + 4.427 X 107%) = (T + 5.204
X 107%)

p(p,T)=(28.8p X 107%)T/8.314

3 Method and Tests Performed

The finite element CFD code employed was COMSOL MULT-
IPHYSICS Version 3.3. Specific details are available in the manuals
[28]. The grid refinement was the object of a first preliminary
investigation aimed at determining the least number of elements
able to provide a grid-independent solution. Such number is, ob-
viously, strictly related to the particular geometry considered and
to the shape ratio 6, as Table 1 shows, quoting the values of @
investigated in the present study. An example of the meshing re-
sults obtained can be observed in Fig. 9 for the case of 6=0.15.

4 Results and Preliminary Discussion

The performances of the different models examined have been
evaluated under two different points of view. Initially four differ-

MAOCENI NN

Fig. 9 Example of meshing (case #=0.15)
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Hotter

Colder

Fig. 10 Example of velocity (a) and temperature (b) fields (shape A; #=0.1)

ent cases were defined, characterized by incremental values of 6.
Then, for every given value of #, Re was varied up to 1500.

4.1 Case 1: #=0.1. This model is characterized by a height of
the duct considered H (m), which is 1/10 of its length Lp (m). As
a consequence the fins strongly hamper the refrigerant fluid in its
flow. The friction between fluid and solid walls enhances thermal
removal up to a very significant level, but, on the contrary, el-
evated losses of pressure affect significantly the overall perfor-
mance of the model by lowering it. The numerical elaboration of
the models provided temperature and velocity distributions within
the computational domain: obviously the results varied from case
to case with Re, but qualitatively they can be represented by the
examples in Figs. 10-13, one for each shape considered in this

investigation. A performance analysis of the different modules,
based on the previously defined dimensionless parameters, i.e.,
thermal conductance and loss of pressure between inlet and outlet,
can be made starting from the functional trends represented in
Figs. 14 and 15. As the aforementioned figures clearly display,
when the duct height is so small, as in case 1, the model that
maximizes the thermal power removed is shape D, which is the
one with Y fins distributed both at the bottom and at the top sides
of the duct. The optimal value of dimensionless thermal conduc-
tivity for Re=1500, found for shape D, is equal to q*
=1.2389338 X 1072, while the worst case, which is shape B, re-
sulted in q*=2.008769 X 1073, For what pertains to the losses of
pressure, fundamental in case pumping power has to be econo-

a)

b)

Colder Hotter

Fig. 11 Example of velocity (a) and temperature (b) fields (shape B; 6=0.1)

[ SN
Colder Hotter

Fig. 12 Example of velocity (a) and temperature (b) fields (shape C; =0.1)

—
Colder Hotter

Fig. 13 Example of velocity (a) and temperature (b) fields (shape D; #=0.1)
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Fig. 14 Dimensionless conductance g* in function of the Reynolds number Re: case

6=0.1

mized for the refrigerant flow, it is advisable to use a shape C heat
exchanger. This is the one with Y fins located just at the bottom
side of the duct. In such case and still for Re=1500, in fact, one
obtains a dimensionless loss of pressure between inlet and outlet
equal to Ap*=5.09563 X 1078; in the worst case, instead, i.e., for
shape B, it was found that Ap*=6.05452x 107".

[ Ap*[—]

BE-TT1

SE-T

4E-T|

3E-7}

2E-7}

1E~-71

4.2 Case 2: #=0.15. In this second case study the enhance-
ment of the duct cross-sectional area affects the parameters in-
volved in the simulation: The characteristic qualitative trends of
flow and temperature fields in this case can be observed in the
Figs. 16-19. As it can be inferred by looking at Fig. 20, the best
performing heat exchanging module in terms of the heat flux re-

Fig. 15 Dimensionless loss of pressure Ap* in function of the Reynolds number Re:

case 0=0.1

Journal of Heat Transfer
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Coldar S Hattar

Fig. 16 Example of velocity (a) and temperature (b) fields (shape A; #=0.15)

Colder Hottar

Fig. 17 Example of velocity (a) and temperature (b) fields (shape B; #=0.15)

B e m—— |
Colder Hottar

Fig. 18 Example of velocity (a) and temperature (b) fields (shape C; #=0.15)

Colder o Hottar

Fig. 19 Example of velocity (a) and temperature (b) fields (shape D; #=0.15)
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Fig. 20 Dimensionless conductance g* in function of the Reynolds number Re: case

6=0.15

moved is that corresponding to shape B, i.e., to the module with |
fins distributed both at the top and at the bottom surface of the
duct. For this optimal module and for Re=1500, it is determined a
conductance of q*=1.0864816x1072. The worst performing
module for what pertains to g* is that with a shape C, showing for
Re=1500 a dimensionless conductance of 3.748029 X 1073, Fur-
thermore, it is important to observe that the performances of the

[ap*[-]
2.2E-T
2E-T
1.BE-T
1.6E-T
1.4E-F
1.2E-7
1E-T
BE-84
BE-8B
dE-84

2E-81

heat exchanging modules with shape A present a very similar
trend with respect to those with shape C. Such trend can be ob-
served in the whole range of Re analyzed here, and this makes the
two systems almost equivalent in relation to their heat removing
attitude. For what relates to the losses of pressure in this case
study, from the trends in Fig. 21, it can be evicted that the best
performing profile is shape C (Y fins just at the bottom surface of
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Fig. 21 Dimensionless loss of pressure Ap* in function of the Reynolds number Re:

case 0=0.15
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Coldar Hotter

Fig. 22 Example of velocity (a) and temperature (b) fields (shape A; 6=0.2)

the duct), in the sense that it affects the fluid flow less severely 4.3 Case 3: #=0.2. Case 3 is characterized by a duct height,
than the other options. In case 2 the dimensionless loss of pressure  which is double with respect to case 1. The qualitative results for
for Re=1500 assumed values between Ap*=2.950619052x 1078  velocity and temperature fields within the numerical domain are
in the optimal case (shape C) and Ap*=2.19689x 1077 in the reported in Figs. 22—-25. The trends obtained with the different
worst case (shape B). shapes investigated are similar to those of the previous case. In

Coldar Hotter

Fig. 23 Example of velocity (a) and temperature (b) fields (shape B; =0.2)

b} .
Coldar Hotbar

Fig. 24 Example of velocity (a) and temperature (b) fields (shape C; 6=0.2)
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Fig. 25 Example of velocity (a) and temperature (b) fields (shape D; #=0.2)

particular, the highest value of dimensionless conductance for a
fixed Reynolds number is reached when a shape B module (I fins
distributed both at the top and at the bottom surface of the duct) is
employed. Figures 26 and 27 report the results. Analyzing in more
detail the variable dimensionless conductance, for Re=1500, it
can be inferred that the value of q* is included in the range q*
=7.465938 X107 (optimal case, shape B) to q*=3.123738
X 1072 (worst case, shape C). Examining the losses of pressure
data (between inlet and outlet) shows a trend inversion with re-
spect to what was stated about dimensionless conductance. Shape
C (Y fins just at the bottom surface of the duct) now becomes the
best performing module, as, for Re=1500, it shows a Ap*
=1.22719x 1078, Shape B, on the other hand, is the worst per-
forming profile, with Ap*=7.32821x 1078, again for Re=1500.
Another consideration, extremely important, concerns the similar
trends of dimensionless conductance shown by shape A and shape

C modules: From a heat removing attitude point of view, they are,
consequently, almost equivalent. From a requested pumping
power point of view, instead, shape C proves to be more effective
than shape A at the same Re value.

4.4 Case 4: #=0.25. In the present case the value of H (m) is
equal to 1/4 of Lp (m). This proves that, going from case 1 to case
4, we move to less hampered cooling flows. The qualitative dis-
tribution of velocity and temperature fields in the four shapes
examined is reported in Figs. 28-31. The trends of the evaluation
parameters are, instead, available in the curves of Figs. 32 and 33,
for what concerns g* and Ap* in function of the shape and Re. The
results obtained in terms of dimensionless conductance perfor-
mance tend to worsen slightly with respect to the previous case, as
the thermal boundary layer varies proportionally to the duct
height. As a consequence the optimal value of dimensionless con-
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Fig. 26 Dimensionless conductance g* in function of the Reynolds number Re: case

6=0.2
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Fig. 27 Dimensionless loss of pressure Ap* in function of the Reynolds number Re:

case 0=0.2

ductance, encountered for shape B, is q*=6.059234 X 1073; the
lowest value, encountered for shape C, is q*=2.725890 X 1073,
both computed for a flow characterized by a Reynolds number of
1500. About the losses of pressure, it can be observed a general
decrease between inlet and outlet (with respect to the other cases
study) due to the different section of the duct. In relation to the
flow, then, the optimal performance is that of shape C (Y fins just
at the bottom surface of the duct), with Ap*=6.75242 X 107°: The
least performing one is shape B (I fins distributed both at the top
and at the bottom surface of the duct) with a loss of pressure

between the two reference locations Ap*=3.26172x 1078,

5 The Overall Optimization

Table 2 summarizes the results obtained, highlighting the best
and worst models for each case study. These data introduce a sort
of split situation, as one model may be thermally but not dynami-
cally performing or the exact contrary. Consequently, we need an
overall performance evaluation criterion helping in the choice of
the optimal heat exchanging profiles and taking into account, with

Colder

Hottar

Fig. 28 Example of velocity (a) and temperature (b) fields (shape A; #=0.25)
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Fig. 29 Example of velocity (a) and temperature (b) fields (shape B; #=0.25)
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Fig. 30 Example of velocity (a) and temperature (b) fields (shape C; #=0.25)
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Fig. 31 Example of velocity (a) and temperature (b) fields (shape D; #=0.25)
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Fig. 32 Dimensionless conductance g* in function of the Reynolds number Re: case

6=0.25

one number, both g* and Ap*. The reference values consequently
defined were g, as mean dimensionless conductance for a “shape
A" geometry and 6=0.1; Ap;, as mean dimensionless loss of
pressure for a “shape A” geometry and #=0.1. Both parameters
were calculated in the whole Re range (0+1500) investigated.
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Successively it was possible to put the reference performances in
relation to every other (i, j)th mean performance, q*mij, and Ap*mij
(i=1, 2, 3 being in 1-1 correspondence to shapes B, C, D; j=1, 2,
3 being in 1-1 correspondence to #=0.15, #=0.2, and #=0.25), as

follows:

" 200 400 500
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Fig. 33 Dimensionless loss of pressure Ap* in function of the Reynolds number Re:

case 0=0.25
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Table 2 Performance range in the cases study analyzed

Geometry Performance Shape q* Shape Ap*

Best D 1.23893x 1072 C 5.09563 % 1078

6=0.1 Worst B 2.00877 %1072 B 6.05452 <1077

Best B 1.08648 X 1072 C 2.95062 % 1078

6=0.15 Worst C 3.74803x 1073 B 2.19689x 1077

Best B 7.46594 % 107 C 1.22719x 1078

0=0.2 Worst C 3.12374x 1073 B 7.32821% 1078

Best B 6.05923 % 1073 C 6.75242 % 107°

6=0.25 Worst Cc 2.72589x 1072 B 3.26172x 1078
B q_*mu _ Aphii requested, it is necessary to minimize the losses of pressure, with
Umij= —  APpij = _lAp* (8) less care on heat removal: The overall performance coefficient

mA mA

where g ,;; is mean dimensionless relative conductance (ith
shape and jth 6) and Ar,;; is mean dimensionless relative loss of
pressure (ith shape and jth 6). The values computed, case by case,
were then to be inserted within the following formula, defining the
novel overall optimization criterion, which this study introduces:

1
= 9
mij

where Pj; is called the overall performance coefficient for the
model with ith shape and jth 6, and « is called relevance, varying
between 0 and 1, representing the weight of heat removal maxi-
mization with respect to loss of pressure minimization, depending
on the context and on the use of the heat exchanger. In particular
if « is set equal to 1 this means that, for the technical use re-
quested, it is necessary to maximize heat removal, with less care
on the losses of pressure: The overall performance coefficient will
consequently point out which model is able to provide this result;
on the contrary, if « is set equal to O this means that, for the use

Pij=aly;+(1-a)

L

1.5

”ShapeD
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will consequently point out which model is able to provide this
result. Each value of relevance between 0 and 1 will describe
intermediate needs. This novel criterion allows the operator to
assess his technical priorities and then to choose the most suitable
heat removing device. The performance trends reported in Fig. 34
display Pj;, as defined in Eq. (9), and refer to a direct comparison
between the values obtained for every system tested and the ref-
erence one (REF: shape A, #=0.1). In Fig. 35 and in the following
two ones, the dashed line (referred to as “REF” and still referred
to as the case: shape A, #=0.1), used in addition to the four
characteristic curves related to shapes A, B, C, and D, provides an
immediate idea of how the latter systems improve the reference
performance. So Fig. 34 reports the thermal fluid dynamics behav-
ior of the four shapes investigated for a duct with 6=0.1. If the
interest on the losses of pressure is predominant («=0), then the
system that maximizes the overall performance coefficient is that
with Y fins located just at the bottom of the duct (shape C). In this
case one obtains P;;=2.740275583. Even when intermediate
needs occur, i.e., when maximizing heat removal is considered to

105

04 0.2z 0.3 0.4

s Q.7 a.B 0.9

* ¥ [—] +

= Pressure drop

+ Conductance

Fig. 34 Overall performance coefficient P;; versus relevance «, case 1 (=0.1)
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Fig. 35 Overall performance coefficient P;; versus relevance «, case 2 (6=0.15)

be of the same importance as minimizing the losses of pressure
and consequently a=0.5, then shape C offers the highest value of
Pjj: 1.81606626. But if relevance exceeds the limit of 0.67 (in the
field where a high conductance is more important than a low loss
of pressure), then the optimal system becomes that with shape D
(Y fins distributed both at the bottom and at the top sides of the
duct), and it keeps this privilege until a=1, when heat removal is
the only relevant option. For a relevance value of 1, the overall
performance coefficient becomes equal to about 2 for shape D,
and it drops to 0.891856938 for shape C. Shape B (I fins both at
the bottom and at the top surface) is always pejorative with re-
spect to the reference shape, while one can, in general, say that
when Y fins are employed, the performance tends, as an average,
to raise significantly in comparison with shape A, largely utilized
in industry. The results of case 2 (#=0.15) are displayed in Fig.
35. It is evident that the trends change, especially for what con-
cerns the “conductance maximization field” (i.e., for a—1).
Shape C still proves to be the best performing one in the “losses
of pressure minimization field” (i.e., for «—0), even reaching a
value of 5.9621113, and in the “intermediate field” (i.e., for «
~0.5), with P;;=3.306145963, much higher than in the previous
case. As anticipated, however, when « tends to 1, in particular for
a>0.8245, shape B (I fins both at the bottom and at the top
surface) becomes the best performing, with a top overall perfor-
mance coefficient of 1.77013211, while shapes A and C tend to a
Pij common value of around 0.65, significantly lower than the
reference one. Again, even in case 2, shape A systems do not
provide particularly valuable performances if compared with the
other possibilities shown involving novel shapes and modular
combinations of such shapes. For what concerns case 3 (6=0.2),
shape C remains the best performing option (see Figs. 36 and 37)
for most of the independent variable fields, up to 0.9422, where it
is overcome by shape B. The situation is quite similar to that of
the previous case, where, anyway, the value of a making the
performances of shapes B and C equal was slightly lower. In case
attention is entirely to be put on the minimization of the losses of

081801-14 / Vol. 131, AUGUST 2009

pressure (i.e., for @=0) the overall performance coefficient boasts
a value of 13.74837034, the highest figure encountered up to now
and, again, typical of a shape C model (Y fins just at the bottom of
the duct). Instead, if the opposite need arises (attention entirely on
the maximization of heat removal, i.e., for a=1), shape B (I fins
both at the bottom and at the top surface of the duct) is the best
performing one, with P;;=1.24467078, significantly lower than
the homologous result in the previous case. Even in this case
study, as just clarified, adopting other configurations than the ref-
erence one can lead to much better performances. Case 4 (6
=0.25, see Figs. 38 and 39) confirms the predominance of shape C
for an application mainly oriented on the losses of pressure reduc-
tion: for a=0 one obtains P;;=24.36419796, which is the highest
value of overall performance coefficient met in the whole inves-
tigation. In this case study the value of « that realizes the same P;;
value for shapes B and C is equal to 0. 9722, still closer to the
area of exclusive interest for heat removal maximization. For «
=1, again, the best performing option is shape B, slightly over-
coming the reference figure with P;;=1.012706786. This repre-
sents the lowest value of overall performance coefficient found in
the whole study for this condition, but it is not a surprise if one
considers the relation between heat removal and the losses of
pressure.

6 Conclusions

The performance of heat exchangers is not just a heat transfer
problem but is also tightly linked to the power supplied for mov-
ing the coolant. This is especially true when finned surfaces are
employed to augment heat exchange in forced convection. Both
exigencies, maximizing heat removal or minimizing the power
supplied to the fluid (i.e., the losses of pressure within the fluid),
may become alternatively predominant depending on the particu-
lar technical application faced. Consequently, the present work
considered optimization as an expression of the overall perfor-
mance of a heat exchanger. Such approach, formulated on the

Transactions of the ASME
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Fig. 36 Overall performance coefficient P;; versus relevance «, case 3 (6=0.2)

strong basis of Bejan’s Constructal theory, arrived at the definition  new option could improve the general performance with respect to
of the overall performance coefficient Py;. This definition was also  the most common solution available. Such approach was utilized,
based on a reference geometry (shape A, 6=0.1), which is cur- air being the refrigerant fluid, to test different heat exchanging
rently the most utilized in industrial applications of heat exchang-  profiles and modules in forced convection and laminar flow con-
ers: It was, consequently, immediately possible to check how a ditions, with Re<<1500. The profiles tested: | fins (broadly em-
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Fig. 37 Overall performance coefficient P;; versus relevance «, case 3 (6=0.2): detail
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ployed in industry) and Y fins (tested in recent research work by
the same authors of this paper). The modules are the following (all
characterized by the same cross-sectional area): modules of | fins
located just at the bottom surface of the duct where the coolant
flows (shape A); modules of | fins both at the bottom and at the

Shapa C

Shape A

\

_ Shape B
—‘—~—;_V_—~—.__.____- \
=S

REF

top surfaces of the duct (shape B); modules of Y fins just at the
bottom surface of the duct (shape C); modules of Y fins both at the
bottom and at the top surfaces of the duct (shape D). Moreover the
introduction of four different shape ratios (#=0.1, 0.15, 0.2, and
0.25), defined as ratio between the height and length of the duct
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s [—]
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Fig. 39 Overall Performance Coefficient P;; versus relevance «, case 4 (6=0.25): detail
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tested, allowed for the investigation of manifold technical sys-
tems. The use of a novel overall performance evaluation criterion
linking together heat removal maximization and losses of pressure
minimization in association with a parameter called relevance («),
led to a set of results of general applicability able to describe
processes characterized by (1) just heat removal maximization
needed (@=1); (2) just loss of pressure minimization needed («
=0); (3) both requirements needed (0<a<1). So, the results
gained by the present investigation are able to show which heat
exchanging configurations are to be chosen in which specific ap-
plication. In particular, in Secs. 4 and 5 it was possible to high-
light that the reference geometry (shape A, #=0.1) is very often
less performing than the other options available and in particular
those involving optimized Y fins, recently studied by the same
authors of this paper. This performance enhancement becomes
more evident when the loss of pressure minimization also be-
comes an important issue, but, in most cases, even just a “a=1
case study” proves that unconventional settings can provide better
performances than traditional ones. Even 6 proves to be an impor-
tant variable, but this latter datum was somehow expected. In
conclusion shape C (modules of Y fins located just at the bottom
surface of the duct) is the best performing option, especially at
low values of a.

Nomenclature
a = dimensionless parameter, Eq. (3)
A = fin cross-sectional area, Eq. (3) (m?)
B, = fin width (I shape), Eq. (1) (m)
By = fin width (Y shape), Eq. (1) (m)
D = characteristic length, Eq. (5) (m)
H = duct height, Eq. (4) (m)
H, = fin height (I shape), Eq. (1) (m)
Hy = fin height (Y shape), Eq. (1) (m)
k = thermal conductivity, Eq. (3) (W m™t K™
L = optimized fin-module length, Fig. 4 (m)
Lp = (=3XL) duct length, Eg. (4) (m)
p = pressure (Pa)
po = atmospheric pressure, Eq. (7) (Pa)
P.s = duct cross-sectional perimeter, Eq. (6) (m)
Pij = overall performance coefficient, Eq. (9)
Pin = mean inlet pressure, Eq. (7) (Pa)
Pout = Mean outlet pressure, Eq. (7) (Pa)
Ap* = dimensionless loss of pressure, Eq. (7))
Ap,»~ = mean dimensionless reference loss of pressure
(shape A and 6=0.1), Eq. (8))
App;;” = mean dimensionless loss of pressure (ith shape
and jth ), Eq. (8))
Apy,;j~ = mean dimensionless relative loss of pressure
(ith shape and jth 6), Eq. (8)
Pr = Prandtl number
g* = dimensionless conductance, Eq. (2)
= linear heat flux, Eq. (2) [W m™]
= mean dimensionless reference conductance
(shape A and 6=0.1), Eq. (8))
qmij* = mean dimensionless conductance (ith shape
and jth ), Eq. (8))
Omij = mean dimensionless relative conductance (ith
shape and jth 6), Eq. (8)
Reynolds number, Eq. (5)
S = duct cross-sectional area, Eq. (6) (m?)
T = temperature (K)
Tr = fin root temperature, Eq. (2) (K)
T, = undisturbed flow inlet temperature, Eq. (2) (K)
inlet velocity (x-component), Eq. (5) (m s™)

Greek Symbols
a = relevance, Eq. (9)

Journal of Heat Transfer

7 = dynamic viscosity, Eq. (5) (kg m™s™)

6 = duct shape ratio, Eq. (4)

p = volumic mass of the refrigerant fluid, Eq. (5)
(kg m~3)

Subscripts
i = fin type
j = duct shape ratio
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Convective Heat Transfer
Enhancement in a Circular Tube
Using Twisted Tape

The secondary flow has been used frequently to enhance the convective heat transfer, and
at the same flow condition, the intensity of convective heat transfer closely depends on
the thermal boundary conditions. Thus far, there is less reported information about the
sensitivity of heat transfer enhancement to thermal boundary conditions by using second-
ary flow. To account for this sensitivity, the laminar convective heat transfer in a circular
tube fitted with twisted tape was investigated numerically. The effects of conduction in the
tape on the Nusselt number, the relationship between the absolute vorticity flux and the
Nusselt number, the sensitivity of heat transfer enhancement to the thermal boundary
conditions by using secondary flow, and the effects of secondary flow on the flow bound-
ary layer were discussed. The results reveal that (1) for fully developed laminar heat
convective transfer, different tube wall thermal boundaries lead to different effects of
conduction in the tape on heat transfer characteristics; (2) the Nusselt number is closely
dependent on the absolute vorticity flux; (3) the efficiency of heat transfer enhancement is
dependent on both the tube wall thermal boundaries and the intensity of secondary flow,
and the ratio of Nusselt number with twisted tape to its counterpart with straight tape
decreases with increasing twist ratio while it increases with increasing Reynolds number
for both uniform wall temperature (UWT) and uniform heat flux (UHF) conditions; (4)
the difference in the ratio between UWT and UHF conditions is also strongly dependent
on the conduction in the tape and the intensity of the secondary flow; and (5) the twist
ratio ranging from 4.0 to 6.0 does not necessarily change the main flow velocity bound-
ary layer near tube wall, while Reynolds number has effects on the shape of the main flow
velocity boundary layer near tube wall only in small regions. [DOI: 10.1115/1.3122778]

Keywords: thermal boundary condition, laminar convective heat transfer, secondary

flow, twisted tape, numerical analysis

1 Introduction

In most science and engineering applications, heat convection
means thermal transport through an interface when a fluid flows
over it [1,2]. In this process, the value of the convective heat
transfer coefficient h is commonly used to reflect the intensity of
convective heat transfer, which depends on the details of both
flow and temperature fields. At the same flow condition, convec-
tive heat transfer characteristics depend on the nature of the ther-
mal boundary conditions imposed on the surface. In the numerical
and experimental studies of the internal laminar convective heat
transfer, two representative thermal boundary conditions, uniform
wall temperature (UWT) and uniform heat flux (UHF), are fre-
quently encountered. The significant difference between UWT and
UHF conditions is that for the former, no tangent heat flux exists
on the wall surface, while for the latter, tangent heat flux does
exist.

The research results show that for all Prandtl numbers under the
same flow condition convective heat transfer will have a larger
Nusselt number when UHF is applied on the wall surface than
when UWT is enforced [3]. For example, for laminar flow in a
circular tube, the fully developed Nusselt numbers for both UHF
and UWT conditions are 4.364 and 3.657, respectively [1,2], and
this difference can be ascribed simply to the slightly different
shapes of the temperature boundary layers [2]. For fully devel-
oped conditions in a circular tube, the ratio of Nusselt numbers for
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the two cases decreases with increasing Reynolds numbers [3] and
closely relates with the Prandtl number because of the effect of the
Prandtl number on the distribution of thermal resistance. In addi-
tion, at a very low Prandtl number, thermal boundaries signifi-
cantly affect the intensity of heat convection, while at higher
Prandtl numbers, the effect is less significant [3]. Furthermore, the
ratio is related to the cross-sectional shape of ducts [1,2]. For
example, the ratio of the fully developed Nusselt numbers for
UHF and UWT conditions is 1.193 and 1.249 for circular and
equilateral triangle ducts, respectively.

Enhancement of convective heat transfer becomes increasingly
important. To date, the secondary flow is frequently used to en-
hance the convective heat transfer. For example, one newly used
method is to apply vortex generators (VGs) on fin surfaces to
effectively improve the airside heat transfer performance of tube
bank fin heat exchangers as discussed in related reports [4-8].
Experts know that the key point of heat transfer enhancement
using this strategy is the secondary flow produced by VGs. For
forced single-phase convective heat transfer inside tubes, a tube
with helical ribs has been used as one of the passive heat transfer
enhancement techniques and is the most widely used in several
heat transfer applications, such as heat recovery processes, air
conditioning and refrigeration systems, and chemical reactors
[9-12]. The twisted tape placed inside a tube as one common
technology has enjoyed widespread application for design and ret-
rofit of the highly efficient and compact heat exchangers, since it
offers significant increase in the heat transfer coefficient associ-
ated with a relatively small pressure-drop penalty, particularly at
high Prandtl numbers [13-20]. Although in these reported litera-
tures the correlation equations for a different thermal boundary of
the tube wall surface and much useful information have been re-
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Fig. 1 Sketch of the twisted tape inserted in a circular tube

ported, researchers have not considered the effects of thermal con-
ductivity of the tape and the thermal contact resistance between
the tube wall and the tape.

In order to account for these facts and to further understand the
intrinsic mechanism of heat transfer enhancement by using sec-
ondary flow, in this paper a commonly used secondary flow pro-
ducer, a twisted tape placed inside a circular tube case, is consid-
ered, and the effects of thermal conductivity of the tape on the
Nusselt number, the relationship between the absolute vorticity
flux and the Nusselt number, the sensitivity of heat transfer en-
hancement to the thermal boundary conditions by using secondary
flow, and the effects of secondary flow on flow boundary layer in
laminar state are studied.

2 Physical Model and Mathematics Formulation

Figure 1 illustrates a circular tube containing a twisted tape.
The tape has been twisted around its longitudinal axis. The width
of the tape is usually about the same as the tube’s internal diam-
eter. As shown in Fig. 1, § is the tape thickness, D is the tube’s
internal diameter, and H is the twist pitch length (i.e., the axial
distance of the tape twisted with 180 deg). The twist ratio y is the
ratio of the twist pitch length H to the tube diameter D (i.e., ¥
=H/D).

In this study, we selected the circular tube fitted with straight
tape as a reference case for studying the contribution of the sec-
ondary flow to heat transfer enhancement and the sensitivity of
heat transfer enhancement to the thermal boundaries. To consider
the conjugation of convective heat transfer in the flow field and
conduction in the tape with a finite thermal conductivity, the simu-
lation domain, which is half the region formed by the tube wall
and the tape twisted with 360 deg, is divided into two regions as
shown in Fig. 2. In the present calculation, water is the working
fluid, several different thermal conductivities of the tape are con-
sidered (including the nonconducting tape), and the thermal con-
tact resistance between the tube wall and the tape is also consid-
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Fig. 2 Schematic view of heat transfer of the model, symmet-

ric characteristic of temperature on tape surfaces and coordi-
nates system
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ered in the analysis. For the nonconducting tape case, the
computational domain is only the flow region, which will result in
a simplification of the thermal boundary on the interface of fluid-
to-tape.

In developing the model, the following assumptions were
made: (1) the physical properties of fluid and tape are constant;
(2) the flow is limited as laminar, and the fluid is incompressible;
(3) the flow and heat transfer are in steady state; and (4) the
viscous dissipation is negligible. With these assumptions, in
physical space the mathematical model can be written out.

2.1 In the Flow Region. The continuity equation,

J
;m(pui) =0 @)

The momentum equation,

3 d auk> ap
—(puit) = —\pu—|-— (k=123 2
aXi(p iUy) axi<“ ) o ( ) )
The energy equation,
J J aT
—(pcuiT) = —| N— 3
axi(pc"u' ) axi< faxi) ®)

The boundary conditions are as follows.
At the inlet and outlet cross section, the periodicity boundary
condition is adopted for both UWT and UHF conditions.
U(X,y,Z)|in = u(xlylz)‘out U(levz)‘in = U(vavz)|0ut
(4)
W(valz)|in = W(X:yrz)lout ®(X:yxz)|in = G)(X:yxz)‘out

where © is the dimensionless temperature and is defined as
follows.
For the UWT condition,

®(Xry7z) = (T(X1yrz) - Tw)/(Tbqu - TW) (5)
For the UHF condition,
0(x,y,2) = (T(x,Y,2) = Tpu)/ (quD/\s) (6)

where T, is the tube wall temperature, q,, is the heat flux on the
tube wall surface, and Ty iS the average temperature at a cross
section.

Toulk = f f u(x,y,2)T(x,y,z)dydz/ f f u(x,y,2)dydz  (7)

On the tube wall, the no-slip condition for velocity is applied for
both the UWT and the UHF conditions.
u(x,y,z) =0,

v(x,y,2) =0, w(x,y,2)=0 (8)

Uniform wall temperature T, is specified on the tube wall for the
UWT condition.

T=T, 9)

and uniform constant heat flux q,, is specified on the tube wall for
the UHF condition.

aT
- A = Ow

—| = 1
nl, (10

where n is the direction normal to the tube wall surface. On the
tape surface, the no-slip condition for velocity is adopted for both
the UWT and UHF conditions.

(11)

The temperature on the tape surface for both the UWT and the
UHF conditions is determined by

u(x,y,z) =0, wv(x,y,2)=0, w(x,y,z)=0

Transactions of the ASME
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where the subscripts f and s are representative of fluid and tape
materials, respectively, and n is the direction normal to the tape
surface, while for nonconducting tape cases, Eq. (12) can be sim-
plified as follows:

I

T=Tls A =
‘f |s f . S&n

(12)

S

aT
)\f_
an

f
2.2 In the Tape Region. The energy equation,

J ( aT)
—(rx—]=0
ax\" S ax

The boundary conditions are as follows.

On both surfaces of the ends of the tape in the axial direction,
the temperature distribution is obtained with linear interpolation
using the neighboring nodal points in the axial direction, and then
the periodic fully developed boundary of nondimensional tem-
perature condition is enforced

(13)

®(X|y|z)|in: ®(Xryvz)‘out (14)

where the definition of © is the same as Eqgs. (5) and (6) for the
UWT and the UHF conditions, respectively, but Ty in this defi-
nition is determined by

Tbulk:ffT(X,y,Z)dde/ffdydz

On the tape surfaces in contact with the tube wall, for the UWT
condition:

(15)

T=T, (16)
For the UHF condition,
| = an)
On the tape surface in contact with fluid,
=Tl A = A (18)
an | an |

It is assumed that two surfaces of the tape contacted with the
tube wall have the same contact condition. Hence, the symmetric
boundary conditions on temperature and heat flux shown in Fig. 2
are enforced and can be written as

T(X,Y,02) = T(X,Ligpe = ¥, 812) (19)
aT(x,y, /2 aT(x,~y,— &/2
M(y ):_)\S( y,~ 912) (20)
an ¢ an .
The Reynolds number and the friction factor are defined as
umD ApD
Re=£n2 - 2P (21)
M 2pur L

where u,, is the average velocity at the inlet cross section based on
an empty tube with a given mass flow rate. The local heat transfer
coefficient and the local Nusselt number are determined by the
following equations:

aT Qiocal
== A| = A ——
Aol an w foce (T(x,y, Z)|w - Tbulk)
(22)
hiocalD
NUjoca = %

where Ty, is the average temperature at a cross section in the
flow region, and hjycy and Nujcq are only suitable for the tube
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Fig. 3 Computational domain and grid system used in the
simulation: (a) flow region and (b) tape region

wall surface in contact with fluid. The average Nusselt numbers
are calculated as follows:

D% qlocaldl/(ﬂ'D - 25) 2H
Nu, = )
M(jg (T(x,y,2) [wdl/7D = Ty

3 Numerical Method

The simulation domain in the physical space (x-y-z coordinates)
was transformed into a rectangular parallelepiped in the computa-
tional space (&-7-¢ coordinates) by using the transfinite interpola-
tion algebraic method [21,22]. The schematic of the grid systems
in the physical space are presented in Fig. 3. The governing equa-
tions shown above were then transformed into the computational
space and were discretized there by using the control volume
method. In addition, a power scheme approximation was used to
discretize the convective terms, while the second order central
difference schemes were employed for the viscous and source
terms. A SIMPLE algorithm was used to handle the coupling of
velocity and pressure [23], and a staggered grid arrangement was
applied to overcome the decoupling between velocity and pres-
sure.

Because the fluid properties were assumed constant, the conti-
nuity and the momentum equations in the flow region were first
solved simultaneously to obtain the convergent velocity field. For
the tape with finite thermal conductivity cases, the domain cou-
pling method was adopted to solve the energy equations [24]. The
convergent judgment is defined by the balance of energy in the
tape region, the relative error of heat conducted from the tube wall
to the tape, and the sum of the heat transferred from the tape to the
fluid is less than 1073 and 1072 for UWT and UHF conditions,
respectively. Because of the symmetric characteristic of heat
transfer (as seen in Fig. 2), the expression of relative error can be

written as
fIQ|dS|dX‘IJQ|||dSI||dX
8:
qu,ds,dx
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Table 1 Results of the different grids tested

Twist ratio y Grid Nos. Nu, UWT  Nu, UHF f

4.0 221X 36 X (28+10) 14.069 13.861 0.1135
221X 46 X (34+12) 13.670 13.632 0.1133
241X 46 X (34+12) 13.689 13.644 0.1133

5.0 277X 36 X (28+10) 13.019 13.143 0.1043
277X 46 X (34+12) 12.639 12.945 0.1043
301X 46 X (34+12) 12.650 12.955 0.1043

6.0 331X 36X (28+10) 12.204 12.438 0.09882
331X 46X (34+12) 11.860 12.256 0.09871
361X 46 X (34+12) 11.869 12.264 0.09871

Three different grid numbers were selected and evaluated at
Re=600, and §=0.05D in perfect fitness with \s/\{=56.6 to iden-
tify the appropriate grid numbers for the three different twist ratio
cases. The results of the independent grid evaluations are listed in
Table 1, and the maximum variation in either the Nusselt number
or the friction factor was observed to be within 3% for both the
UWT and the UHF conditions. Then, the computational grids in &,
7, and ¢ directions were 221 X46X (34+12) for the y=4, §
=0.05D case; 277X 46 X (34+12) for the y=5, §=0.05D case;
and 331 X 46 X (34+12) for the y=6, §=0.05D case. Herein, grid
number 34 was used for the flow region while grid number 12 was
used for the tape region. For different &, the grid number was
adjusted.

4 Validation of Numerical Method

In the fully developed laminar swirl flow regime, the proposed
correlation for friction factor by Manglik and Bergles [14] is
shown as follows:

2
. 15.767(1 + 1075525516 1 + <£)
Re 2y

X<w+2—25/D>2< T )
7—468D 7—-468D
Equation (25) correlates friction factors for laminar swirl flows
with £10%, a fairly large set of experimental data for a very wide
range of flow conditions and tape geometry.

For the fully developed laminar swirl flow heat transfer under

the UWT condition, the following equation presented in Ref. [14]
was chosen for the comparison of the numerical results.

Nu = 0.106Pr%3Sw® 767 (1, / 11, * 4 (26)

Equation (26) correlates isothermal Nusselt numbers for laminar
flow heat transfer within £15% only when Gr< Sw?, which de-
termines secondary flow effects to be dominated. Under the UHF
condition, Hong and Bergles [13] proposed the following correla-
tion for the prediction of fully developed Nusselt numbers.

T Re 125105
Iy 7) ] (T

(25)

Nu = 5.172[1 + 0.005484Pr°'7<

(27)

The comparison of friction factors is presented in Fig. 4. As
shown in Fig. 4(a), with increasing Re at §/D=0.05, the friction
factor decreases, and the deviation between numerical results and
correlation is fairly small for different twist ratios, respectively,
especially for y=co (i.e., straight tape placed inside a circular tube)
cases. The comparison of the numerical friction factors with cor-
relation (including 70 sets of data) is depicted in Fig. 4(b); one
can observe from this figure that numerical results agree very well
with the correlation, and the maximum relative deviation reaches
about 12.7%.

The comparison of numerical Nu with correlation is depicted in
Fig. 5. As shown in Fig. 5(a), one can observe that the Nusselt
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Fig. 4 Comparison of friction factor with the predictive corre-
lations: (a) f~Re and (b) f(numerical) ~f(correlated)

number Nu increases with increasing Re, and the deviation be-
tween numerical Nu and correlation changes with changing Re for
both the UWT and UHF conditions, respectively. For the UWT
condition, herein only Nu at Re=400-800, 6/D=0.025-0.1, y
=4.0-6.0 are presented in Fig. 5(b), along with the consideration
of the applicability of Eq. (26), i.e., Gr<Sw?. Compared with the
correlation, one can note that the majority of numerical results
based on the conducting tape in perfect fitness with Ag/\;=56.6
are within =15%, and the maximum relative deviation between
the numerical results and about correlation is about 22.3%. For the
UHF condition, the numerical results shown in Fig. 5(c) agree
very well with the available correlation. The majority of numeri-
cal results based on the conducting tape in perfect fitness with
N\s/Ns=56.6 are within =15%, and the maximum relative devia-
tion between them is about 18.2%. The above comparisons indi-
cate that numerical results in the present study are reliable.

5 Results and Discussion

5.1 The Effects of Tape Thermal Boundary Conditions on
Nu. To clarify the effects of conduction in the tape on heat trans-
fer performance, the numerical results on the basis of several dif-
ferent conductivities of the tape are presented together for com-
parison in Figs. 5(b) and 5(c). As for the consideration of thermal
contact resistance between the tube wall and the tape, an equiva-
lent thermal conductivity on the base of the tape was specified. In
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Fig. 5 Comparison of Nusselt number with the predictive cor-
relations: (a) Nu~Re, (b) UWT: Nu(numerical) ~Nu(correlated),
and (c) UHF: Nu(numerical)~Nu(correlated)

this study, the ratio of the width of the region with the equivalent
thermal conductivity to the tube’s internal diameter is about
1.79%, and the thermal conductivity in this region of the tape is
assumed to be equal to A,=0.1Ng(\¢/N\¢=5.66), and in another
region of the tape, it is \s/A;=56.6. As shown in Fig. 5(b), when
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Fig. 6 Effect of conduction in the tape on numerical Nusselt
number: (a) UWT and (b) UHF

the UWT condition was specified, the tape thermal boundaries can
significantly affect numerical results, and a large difference exists
between the conducting tape in perfect fitness with \g/\¢=56.6
and the nonconducting tape cases. The reliability of numerical Nu
is strongly dependent on the conduction of the tape; detailed in-
formation about this can be found in Ref. [25]. Figure 5(b) indi-
cates that thermal contact resistance deteriorates the overall heat
transfer performance, but the effect is not large because the lower
thermal conductivity is specified in a very small width for the
studied cases. For the UHF condition, however, one can observe
from Fig. 5(c) that the effect of the conduction of the tape on
average Nu is fairly small, as compared with that for the UWT
condition, and the maximum relative deviation of Nu for the con-
ducting tape in perfect fitness with \;/\;=56.6 and the noncon-
ducting tape cases is about 9.4%; compared with the predictive
correlation, even if the nonconducting tape was assumed during
the simulation process, the maximum relative deviation between
the numerical Nu and correlation is 19.7%. However, for both the
UWT and the UHF conditions, the local Nu is affected by con-
duction in the tape, as will be discussed later.

At the same flow condition, the sensitivity of Nu for the UWT
and the UHF conditions to the tape thermal boundary conditions is
reflected in Fig. 6. As expected, Nu for the conducting tape in
perfect fitness with \g/\;=56.6 is larger than that of the other
three cases, and this results from the fin contribution of the tape.
As shown in Fig. 6(a), Nu increases with increasing Re for the
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Fig. 7 Effect of conduction in the tape on the local Nusselt number at tube wall: (a) UWT: y=, (b)
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four different tape thermal boundaries, respectively. The evidence
indicated that the rate of increase in Nu for the conducting tape in
perfect fitness with \s/\{=56.6 is larger than that of the other
studied cases, which further indicates that the conduction in the
tape obviously can affect the heat transfer performance when
UWT is enforced. As shown in Fig. 6(b), however, the difference
in Nu between different tape conductivities shows minimal
change with increasing Re, and the thermal contact resistance has
less effect on Nu for the UHF condition. The reason for the dif-
ferent effects of the condition in the tape with different tube ther-
mal boundaries is related to the fin contribution of the tape. For
example, when the conducting tape in perfect fitness with \g/\¢
=56.6 at 6/D=0.05, and y=5.0 is considered, the heat transferred
from the tape to fluid can reach more than 23% of the overall heat
transferred for the UWT condition, while only 3.2% of the overall
heat transferred for the UHF condition for the different Re
studied.

The effect of conduction in the tape on local Nu along the local
coordinate sy, shown in Fig. 2, at Re=600, 6§/D=0.05 is reflected
in Fig. 7. When no secondary flow exists on the cross section
normal to the main flow direction (i.e., y=), the distribution of
the local Nu at the tube wall is presented in Figs. 7(a) and 7(b) for
the UWT and the UHF conditions, respectively. The tape thermal
boundaries obviously affect the heat transfer performance of the
tube. For the UWT condition, when the conducting tape in perfect
fitness with Ag/\;=56.6 is considered, the heat flux is very large
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on the tape to tube interface, as seen in Fig. 8(a), so a high tem-
perature region is formed close to the tape and results in a lower
local Nu in this region as compared with the nonconducting tape
case. But for the \g/\;=5.66 case, this phenomenon does not
clearly exist, partly because of the shape of the corner close to the
tape and the existence of the thermal contact resistance that leads
to heat being transferred from the fluid to the tape as a result of a
large local Nu existing in this region. For the UHF condition, the
better conduction in the tape will lead to a low temperature region
near the connection of the tape and tube. As an illustrative in-
stance, heat is transferred from the fluid to the tape in this region,
and then from the tape to the fluid in the other region for the
conducting tape in perfect fitness with N/ A=56.6 case, as shown
in Fig. 8(b). Therefore, the local Nu on the surface of the tube
near the tape for the nonconducting tape case is lower than those
of the other three cases, as shown in Fig. 7(b), and the thermal
contact resistance has less effect on the local Nu on the tube wall.
It is noted that the effect of the conduction in the tape on the local
Nu is very strong, especially on the tube surface near the tape.
For y=5, the secondary flow reduces the effects of the conduc-
tion in the tape on the local Nu on the tube wall, except for the
region near the tape when UHF is enforced, as shown in Figs. 7(c)
and 7(d). This is mainly because the secondary flow promotes the
mixture of hot and cold fluids in the flow region. For the UWT
condition with better conduction in the tape, the difference be-
tween wall temperature (T,,) and the average temperature at cross
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section (Ty,,) Will necessarily decrease, due to the fin contribu-
tion of the tape; and in some regions, the local Nu is lower than
that of the nonconducting tape case, as shown in Fig. 7(c). Be-
cause of the fin contribution of the tape discussed in Ref. [25]
(about 5%, 18%, and 23% for the conducting tape in perfect fit-
ness with \s/\¢=5.66, the conducting tape considering the ther-
mal contact resistance with \o/\{=5.66 in the contacting region
and \s/\¢=56.6 in the other region of the tape, and the conducting
tape in perfect fitness with \;/\;=56.6, respectively), the overall
heat transfer still can be enhanced, as shown in Fig. 6(a), and also
is demonstrated by the fact that very large heat flux exists on the
interface of the tape to the tube wall, as shown in Fig. 8(c). For
the UHF condition, only approximately 3.2% fin contribution ob-
viously cannot change the temperature difference mentioned
above, but the better conduction in the tape can lead to a variation
of the heat flux vector in the flow region, as shown in Fig. 8(d),
which can strongly change the distribution of the local Nu, as
shown in Fig. 7(d).

5.2 The Relationship Between JAgs and Nu. The dimen-
sionless swirl parameter Sw is commonly used to scale the inten-
sity of the secondary flow induced by the twisted tape inserted
into a tube. However, Sw is hard to define in other cases. Re-
cently, our group numerically studied the quantitative relationship
between the secondary flow and heat transfer enhancement
[26-28]. Assuming that the secondary flow is the combination of
many vortices and considering that the direction of overall heat
transfer is along the main flow, a dimensional parameter, the ab-
solute vorticity flux, can be used to specify the intensity of the
secondary flow, in most cases, and to conveniently revaluate the
goodness of the arrangement of a secondary flow producer in real
applications, which is defined as follows [26-28]:

1
Tgs= 1 "ldA
ABS AJwa|

This equation denotes the average absolute vorticity flux of all of
the vortices at the unit area of a cross section normal to the main

(28)
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flow (n is the normal direction of this cross section). For the flow
in a circular tube fitted with twisted tape, a linear relationship
between Jjgg and the dimensionless swirl parameter Sw exists as
follows [28]:

Jhgs = 0.106Sw — 4.708(1/s) (29)
where the dimensionless swirl parameter Sw is calculated as [14]

Re( - )[ (77)2]1/2
Sw — |1+ | — (30)
m—46/D 2y

According to the linear relationship between Jjgq and Sw indi-
cated in Eq. (29), here we use the absolute vorticity flux J3gg to
describe the intensity of the secondary flow. The relationship of
the intensity of the secondary flow and numerical Nu is depicted
in Fig. 9. One can note from this figure that numerical Nu is
closely dependent on the absolute vorticity flux JAgg. The trend is
clear, with increasing J“ABS, the numerical Nu increases for iden-
tical thermal boundaries, respectively. Obviously, the variety of
Nu with Jags for the conducting tape in perfect fitness with
N\s/Ns=56.6 cases is not as clear as in the nonconducting tape
cases, which resulted from the different fin contributions of the
tape to Nu under different tape thicknesses, as discussed in Ref.
[25].

5.3 The Sensitivity of Heat Transfer Enhancement to Tube
Thermal Boundary Conditions. The numerical results are based
on the idealization of constant fluid properties; thus Nu does not
change with increasing Re at y=o (i.e., straight tape placed inside
the circular tube) with the same configuration under the laminar
flow condition. Herein we regarded it as a reference value to
calculate the ratio of Nu/Nu, and to scale the sensitivity of the
heat transfer enhancement to the tube thermal boundaries by using
the secondary flow. For 6/D=0.05 cases, these reference values
and the ratio of Nu/Nu, are listed in Tables 2-5. For the same
tape thermal boundary, the ratio of Nu/Nu,s for the UWT condi-
tion is higher than that for UHF, and the ratio of Nu/Nus is
related to the tape thermal boundaries. The thermal contact resis-
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Fig. 9 Relationship of the intensity of secondary flow and nu-
merical Nusselt number: (a) UWT and (b) UHF

tance considered for both the UWT and the UHF conditions does
not obviously change the ratio of Nu/Nus with identical other
conditions. The better the thermal conduction in the tape is, the
smaller the ratio of Nu/Nus is for both the UWT and the UHF
conditions.

The effect of twist ratio on the ratio of Nu/Nu,s is presented in
Fig. 10(a). The intensity of the secondary flow is closely depen-
dent on the twist ratio; with decreasing twist ratio, the intensity of
the secondary flow increases. One can note that, as the twist ratio
is increased, the ratio of Nu/Nu decreases, as shown in Fig.
10(a). The effect of Re on the ratio of Nu/Nuy is presented in
Fig. 10(b). Re is the ratio of the inertial force to viscous force.
With increasing Re, the intensity of the secondary flow also is
enhanced, and the ratio of Nu/Nu,e increases.

For the nonconducting tape, as shown in Fig. 10(a), the ratio of
Nu/Nu, for the UWT condition is obviously higher than that for
the UHF; the difference in the ratio of Nu/Nu,s between the two
cases does not change obviously with the changing twist ratio.
However, for the conducting tape with finite thermal conductivi-
ties (\s/\=56.6 and 5.66) and with an assumption of no thermal
contact resistance between the tube wall and the tape, the differ-
ence becomes increasingly larger with decreasing twist ratio.
These trends also exist in other studied Re cases, as shown in
Tables 2-5. The comparison in this figure also indicates that the
difference in the ratio of Nu/Nu,s between the two different ther-
mal boundaries is sensitive to the conduction in the tape.

For the nonconducting tape, as indicated in Fig. 10(b), the ratio
of Nu/Nuys for the UWT is obviously larger than that for the
UHF when Re ranged from 400 to 800, and the difference in the
ratio of Nu/Nus between the two cases does not obviously
change with increasing Re. For the conducting tape with finite
thermal conductivities (As/\=56.6 and 5.66) in perfect fitness
cases, the difference in the ratio of Nu/Nu, between the two
different tube thermal boundaries increases with increasing Re,
but it does not change greatly when Re <600.

The above discussion indicates that heat transfer enhancement
using secondary flow is strongly dependent on the thermal bound-
ary conditions of the tube wall, the conduction in the tape, and the
intensity of secondary flow; the efficiency of heat transfer en-
hancement is better when UWT is enforced than when UHF is
imposed, especially for the nonconducting tape cases.

Table 2 Ratio of Nu/Nu, at 6=0.05D (conducting tape in perfect fitness with Ag/\;=56.6)

Re
Thermal
boundary NUyef y 200 250 300 400 500 600 800
UWT 7.713 4.0 1.2500 1.3230 1.3981 1.5418 1.6649 1.7723 2.0658
5.0 1.1915 1.2481 1.3061 1.4254 1.5387 1.6386 1.8083
6.0 1.1556 1.2023 1.2473 1.3493 1.4440 1.5376 1.7072
UHF 7.979 4.0 1.2234 1.2975 1.3839 1.5367 1.6388 1.7098 1.9203
5.0 1.1726 1.2235 1.2814 1.4178 1.5354 1.6236 1.7358
6.0 1.1512 1.1921 1.2238 1.3380 1.4392 1.5373 1.6658

Table 3 Ratio of Nu/Nu, at §=0.05D (conducting tape in perfect fitness with As/\;=5.66)

Re
Thermal
boundary NUyef y 200 250 300 400 500 600 800
UWT 5.377 4.0 1.5193 1.6129 1.7105 1.8927 2.0345 2.1451 2.4503
5.0 1.4472 1.5209 1.5955 1.7513 1.8949 2.0120 2.1880
6.0 1.3996 1.4631 1.5220 1.6535 1.7785 1.8968 2.0897
UHF 6.310 4.0 1.4415 1.5483 1.6690 1.8641 1.9881 2.0697 2.3129
5.0 1.3701 1.4418 15251 1.7143 1.8641 1.9690 2.1002
6.0 1.3421 1.3990 1.4422 1.6061 1.7435 1.8649 2.0180
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Table 4 Ratio of Nu/Nu, at §=0.05D (conducting tape with consideration of the thermal con-
tact resistance between the tube wall and the tape, in the region in contact with the tube wall
having 0.895% width of the tape A./A;=5.66, in another region of the tape, As/\;=56.6)

Thermal Re
boundary NU,es y 200 250 300 400 500 600 800
UwT 7.492 4.0 1.2563 1.3280 1.4016 1.5417 1.6593 1.7591 2.0311
5.0 1.1991 1.2550 1.3121 1.4292 1.5398 1.6356 1.7936
60 11638 1.2102 12545  1.3550  1.4480  1.5393  1.7012
UHF 7.949 4.0 1.2286 1.3021 1.3881 1.5405 1.6431 1.7121 1.9208
50 11778 12280  1.2854 14215 15359 16264  1.7375
6.0 1.1564 1.1966 1.2279 1.3416 1.4436 1.5403 1.6680
Table 5 Ratio of Nu/Nu, at §=0.05D (nonconducting tape)
Re
Thermal
boundary  Nuyg y 200 250 300 400 500 600 800
UWT 4720 40 17462 18350  1.9309 21170  2.2610  2.3705  2.6956
5.0 1.6769 1.7494 1.8208 1.9754 2.1237 2.2446 24212
6.0 1.6285 1.6937 1.7514 1.8793 2.0047 2.1275 2.3279
UHF 5.745 4.0 1.5566 1.6574 1.7869 1.9928 2.1319 2.2327 2.5454
5.0 1.5074 1.5618 1.6376 1.8381 1.9969 2.1149 2.2814
6.0 1.4962 1.5387 1.5649 1.7296 1.8706 1.9999 2.1811
3
Re=600, 8/D=0.05 (@)
€00 UWT o0 UHF
5.4 The Effects of Secondary Flow on the Flow Boundary =
Layer. The effects of twist ratio on the local distribution of ve-
locity on the cross section normal to the main flow direction are Non-conducting tape
presented in Fig. 11. As shown in this figure, the twist ratio has a 24
small effect on the distribution of the main flow velocity for the .
studied cases, which implies that the velocity boundary layer does 3
not obviously change as the twist ratio ranged from 4.0 to 6.0, as § u
shown in Fig. 11(a). However, the intensity of the secondary flow =
(i.e., the values of v, and v, are large, herein the v, is the same . ;
for different twist ratio cases) is closely dependent on the twist 18 As/hs=5.66 in perfect fitness
ratio, as shown in Figs. 11(b) and 11(c), which determines the
intensity of heat transfer enhanceme_nt._ _ ) | A/Ar=56.6 in perfect fitness
The effects of Re on the local distribution of velocity on the
cross section normal to the main flow direction are presented in
Fig. 12. As shown in Fig. 12(a), Re has effects on the distribution L L L L
of the main flow velocity for the studied cases to some extent, but 3.0 4.0 5.0 6.0
the effects of Re on the velocity boundary layer near the tube wall Y
is also small, except for the region close to the twisted tape. As ETy——
indicated in Figs. 12(b) and 12(c), the effects of Re on the relative oooy T e THE (b)
intensity of the secondary flow (i.e., the local distributions of 25
vglvzm and v, /v,y,) are weaker compared with that of the twist :
rz;[io, as shown in Fig. 11(b) and 11(c), but the intensity of the Non-conducting tape
secondary flow increases with increasing Re, which results in the —
enhancement of heat transfer. These facts show that the heat trans-
fer enhancement might not come from a change in the velocity &
boundary layer; instead, they mainly come from the secondary & 2r
flow, even though it is smaller in amplitude than the main flow. g Ao/Ar=5.66 in’perfect fitness
15
6 Conclusion As/Ar=56.6'in perfect fitness
We numerically analyzed the sensitivity of convective heat R T

transfer enhancement to thermal boundaries in a circular tube by
using the secondary flow generated by twisted tape. In order to
account for the effects of conduction in the tape, several tapes
with different conductivities are considered. The main points can
be summarized as follows.

Journal of Heat Transfer

Fig. 10 Effects of twist ratio and Reynolds number on the ratio
of Nu/Nu,: (a) twist ratio and (b) Reynolds number
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Fig. 11 Effect of twist ratio y on the local distribution of velocity on a cross section

normal to the main flow direction

(1) For fully developed laminar convective heat transfer, the
thermal conduction in the tape obviously affects the overall
heat transfer performance for the UWT condition, while
having a small effect on that for the UHF condition (except
for the y=c0 cases), but it has great influence on the local
Nusselt number on the tube surface.

Nu is closely dependent on the absolute vorticity flux Jags;
with increasing Jags, the Nu increases for a given thermal
boundary condition. For different tape thicknesses, the dif-
ferent fin contributions of the tape to Nu will lead to a loose
connection between Nu and Jxgg

At the same conduction in the tape, when UWT is enforced
on the tube wall, the efficiency of heat transfer enhance-
ment is better than when UHF is imposed, especially for
the nonconducting tape, and that is closely dependent on
the intensity of the secondary flow. The ratio of Nu/Nu,ef
decreases with an increasing twist ratio while it increases
with an increasing Reynolds number. In addition, the dif-
ference in the ratio of Nu/Nuys between the UWT and

©)
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UHF conditions is strongly dependent on the conduction in
the tape and the intensity of the secondary flow. For the
nonconducting tape cases, the difference does not change
greatly with the changing twist ratio and Re, while for the
conducting tape cases, the difference becomes increasingly
large with decreasing twist ratio. On the other hand, with
the same twist ratio, the difference in the ratio of Nu/Nu,s
between the two different tube thermal boundaries in-
creases with increasing Re, but it does not change greatly
when Re < 600.

In a circular tube fitted with twisted tape, the twist ratio
ranged from 4.0 to 6.0 and did not necessarily change the
main flow velocity boundary layer, while Re has effects on
the distribution of the main flow velocity to some extent in
the studied cases but has a strong effect on the shape of the
main flow velocity boundary layer near the tube wall only
in the small region, which is near the connection of tape
and tube.
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Fig. 12 Effect of the Reynolds number on the local distribut
section normal to the main flow direction
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Nomenclature Sw =
A = area of cross section (m?) T =
¢, = specific heat capacity (kJ/(kg K)) U, U, o, W =
D = tube internal diameter, hydraulic diameter (m) U Uy Uy =
f = Fanning friction factor, f=ApD/(2pur2nL) u =
h = convective heat transfer coefficient y =
(W/(m? K)) Xis X, Y, 2 =
H = twist pitch length (m)
Jags = absolute vorticity flux along the normal direc- Greek Symbol_s
tion of cross section (s™1) 4 _
L = axial tube length (m) &~
Lipe = width of twisted tape (m) )’\7 -
n = normal direction of the cross section or wall -
surface m=
Nu = Nusselt number, Nu=hD/\ p =
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ion of velocity on a cross

static pressure (Pa)

Prandtl number, Pr=uc,/\

heat flux (W/m?2)

Reynolds number, Re=pu,D/u
local coordinates (m)

swirl parameter defined in Eq. (30)
temperature (K)

components of velocity vector (m/s)
components of velocity vector (m/s)
velocity (m/s)

twist ratio of the twisted tape: y=H/D
components of coordinates axes (m)

tape thickness (m)

relative error defined in Eq. (24)
coordinate (m)

thermal conductivity (W/(m K))
viscosity Pa s

density (kg/m?)
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® = dimensionless temperature
Ap = pressure drop (Pa)
o = vorticity (s7%)
£ ¢ = coordinates axes (m)
Subscripts

bulk = cross average value
e = equivalent value

f = fluid
in = inlet
local = local value
m = average value
out = outlet

ref = reference value
s = solid or tape
w = wall surface
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Characterization and Pool Boiling
Heat Transfer Studies of
Nanofluids

Copper nanoparticles with an average size of 10 nm are prepared by the sputtering
method and are characterized using different techniques, viz., X-ray diffraction spectrum,
atomic force microscopy, and transmission electron microscopy. The pool boiling heat
transfer characteristics of 0.25%, 0.5%, and 1.0% by weight concentrations of copper
nanoparticles dispersed in distilled water and in distilled water with 9.0 wt % of sodium
dodecyl sulfate (SDS) are studied. Also the data for the boiling of pure distilled water and
water with SDS are acquired. The above data are obtained using commercial seamless
stainless steel tube heater with an outer diameter of 9.0 mm and an average surface
roughness of 1.09 um. The experimental results concluded that (i) critical heat flux
(CHF) obtained in water with surfactant nanofluids gives nearly one-third of the CHF
obtained by copper-water nanofluids, (ii) pool boiling heat transfer coefficient decreases
with the increase in the concentration of nanoparticles in water base fluids, and (iii) heat
transfer coefficient increases with the addition of 9.0% surfactant in water. Further
addition of nanoparticles in this mixture reduces the heat transfer coefficient. (iv) CHF
increases nearly 50% with an increase in concentration of nanoparticles in the water as

base fluid and nearly 60% in the water with surfactant as base fluid.
[DOI: 10.1115/1.3111260]

Keywords: nanofluids, copper nanoparticles, critical heat flux, sputtering, pool boiling,
and heat transfer coefficient

1 Introduction

Advances in the area of electronics, computers, nuclear energy,
fossil energy, etc., have motivated the efforts for research in the
area of enhancement of boiling heat transfer coefficient over the
heated tubes (boiling is one of the most efficient means of heat
transfer). The distinctive approaches considered to enhance pool
boiling and critical heat flux (CHF) [1] are oxidation or selective
fouling of a heater surface to increase the wettability of the liquid,
vibration of heaters to promote the departure of bubbles from the
heated surface, coating or extended heater surface to increase the
heat transfer area, heater rotation to promote bubble departure
from and liquid deposition onto the heater surface, fluid vibration
to promote bubble departure and liquid supply, and application of
electric fields to promote bubble departure from the surface by
dielectrophoretic force to increase liquid renewal.

Besides, use of nanofluids is one of the promising methods. The
small amount of solid particles of metals (average size of below
100 nm in diameter), suspended with base fluids like water, eth-
ylene glycol, engine oil, etc., constitutes nanofluids. Choi [2] and
Eastman et al. [3] prepared nanofluids by addition of particles
with a size of 50 nm with base fluids and reported that the thermal
conductivity of fluid increased by 40% and faced problem of sedi-
mentation, abrasion, and clogging owing to their large size [1,4].

The main factor for the enhancement of thermal conductivity of
fluid is the increase in the surface area by the addition of nano-
particles; also interactions and collisions among the particles in-
crease the mixing fluctuation and turbulence of the fluid, as ex-
plained by Xuan and Li [4]. Das et al. [5] determined that
nanofluids containing Al,O5 particles deteriorate boiling heat
transfer. Vasallo et al. [6], using SiO, based nanofluid, showed
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that the CHF was significantly increased due to deposition of
silica over the heating surface, which increased the nucleation site
density on the heated surface. However, the enhancement of CHF
could not be quantified. Bang and Chang [7] found that the en-
hancement was nearly 32% and 13% for horizontal and vertical
surfaces in a pool of water at high heat flux using alumina nano-
particle with water, which was in agreement with the findings of
Vasallo et al. [6], which was due to change in surface roughness.

In fact, most of the experimental studies were related to CHF of
nanofluids containing Al,O3 and SiO,. Further, most of the work
was carried out over either a small diameter wire [2,3,6,8,9] or
tubes having diameter of less than 20 mm [5] with the average
size of the nanoparticles around 20-50 nm.

In order to understand the general behavior of nanofluid, it is
imperative to investigate the boiling heat transfer of other nano-
fluids as well. Therefore, an experimental investigation has been
carried out to study the pool boiling of nanofluid over a horizontal
tube with different concentrations of copper in water and copper
in water with a surfactant.

2 Preparation and Characterization of Nanofluids

The copper nanoparticles for the present investigation are gen-
erated using high pressure dc-magnetron sputtering process
wherein the impact of an atom or ion on a surface produces sput-
tering of material from the surface due to momentum transfer.
Unlike many other vapor phase techniques there is no melting of
material in this process. The sputtering target is a pure copper disk
of 50 mm diameter and 5 mm thickness. Cooling the substrate is
done by continuously supplying liquid nitrogen, and the tempera-
ture is maintained around 100 K and the pressure was 10 mT of
argon gas. Before the sputtering process started, the sputtering
chamber has been maintained at a base pressure of 500 wTorr.

2.1 X-Ray Diffraction Spectra of Copper Nanoparticle. It
is found that the copper nanoparticles are almost oriented with
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Fig. 1 Variation in intensity with angle of diffraction

Miller indices of [111]. The average size of the particles is deter-
mined by the following Scherrer formula [10] and is 10 nm:

0.9\
t= 1)
B cos 6

Figure 1 depicts the X-ray diffraction (XRD) spectra of copper

nanoparticles taking intensity, i.e., count of nanoparticles of ab-

scissa and 26 as ordinate. The atomic structure of majority of

particles lies on the Miller indices of [1,1,1] and small amount of

particles on the Miller indices of [2 0 0]. It is also found that the

copper nanoparticles remained in pure copper state after genera-
tion.

2.2 Atomic Force Microscopy Examination. Atomic force
microscope in semicontact mode has been used to characterize the
nanoparticles. Figure 2(a) shows that eight to ten nanoparticles
measuring 100 nm are agglomerated and distributed over the glass
substrate mounted inside the chamber during sputtering at 100 K.
The [1,1,1] orientation of copper nanoparticles shows that they are

pure copper particles with a face-centered cubic (fcc) having an
average size of 10-20 nm. No significant change in the particle
size has been found by XRD at 100 K. However, the overall
particle size shown by atomic force microscopy (AFM) is much
higher as compared with that calculated from XRD because of the
fact that the XRD gives the average mean domain size while AFM
shows agglomeration of the particles. The XRD and AFM data
can be reconciled by the fact that smaller primary particles have a
larger surface free energy and would, therefore, tend to agglom-
erate faster and grow into larger grains. Figure 2(b) shows the
variation in particle size when calculated from the AFM picture
and plotted against the percentage volume. It shows that majority
of particles come under the range of 20-40 nm due to agglomera-
tion of particles.

2.3 Transmission Electron Microscopy Examination. The
reason for using copper nanofluid (water base) for boiling heat
transfer studies is that it has superior heat transfer characteristics,
stability, and uniformity. Nanofluids are found to be inert chemi-
cally with the base fluid, i.e., water. In order to ensure a stable and
uniform suspension of nanoparticles in base fluid, the dispersed
solution is subjected to vibration in an ultrasonic bath for 10 h,
during which it is observed that there is an increase in the solution
temperature, nearly 40°C above room temperature. Three differ-
ent mass concentrations of copper nanofluids are prepared for the
experiments by controlling the amounts of the particles in two
different base fluids, i.e., water and water with 9.0% SDS anionic
surfactant.

A high resolution transmission electron microscopy (TEM) is
used to analyze the size and morphology of the nanoparticles.
Figures 3(a) and 3(b) show the copper nanoparticles dispersed in
the base fluid of water and its polycrystalline diffraction pattern,
respectively. It has been approximated that the average size of
these particles is 10 nm and is dispersed in water evenly even after
10 h of ultrasonic vibration. However, some of the particles ag-
glomerate and form cluster due to the intermolecular attractive
force, the average size of which is not more than 20 nm.

2.4 Physical Properties of Nanofluid. The physical proper-
ties of copper nanofluid can be determined using analytical meth-
ods [1,2,4], which depend on the size and shape of the nanopar-
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Fig. 2 (a) AFM picture of copper nanoparticles and (b) variation in particle size with percentage volume
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Fig. 3 TEM photographs of water-copper nanofluid: (a) disper-
sion of copper particles in water and (b) diffraction pattern

ticle and the involvement of surface molecules in heat transfer
process. The shape and size of the particles are affected by the
agglomeration. The flow phenomenon of a liquid-solid solution
depends on the hydrodynamic force acting on the surface of solid
particles. The following conversion formula has been used to
compute the exact volume of nanoparticles:

1
T (2)
Dy ps

From Eq. (2) the density of the nanofluid is derived, and the
relation for heat capacity is [4]

p=pi(l=D,)+p,d, (3)

pCp = Pprf(l -d,)+ ppcppq)v (4)

Applying the Hamilton and Crosser [11] model to copper nano-
particles in water, the effective thermal conductivity of the
copper-water nanofluid is estimated by the following equation [1]:

P, =

E ~1+nd, (5)
K
where n=3/4, and ¢ is the sphericity of the particle, defined as
the ratio of the surface area of a sphere with a volume equal to
that of the particle to the surface area of the particle. And n is the
empirical shape factor. For spherical shape the sphericity value
found by them was 0.3 and for the other shapes the n value is
varied from 0.5 to 6.0.

Equation (5) is applicable only when there is significant in-
crease in thermal conductivity with temperature. The effect of
particle volume fraction and sphericity on the thermal conductiv-
ity ratio for a copper-water system is shown in Fig. 4. The sphe-
ricity of copper nanoparticles is 0.3; the thermal conductivity of
water is enhanced by a factor of 1.003 at the low nanoparticle
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Fig. 4 Variation in thermal conductivity ratio with concentra-
tion of nanoparticles
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Table 1 Major properties of nanofluids

Copper nanofluid 1 2 3

D, (%) 0.2500 0.5000 1.0000
D, (%) 0.0280 0.0560 0.1130
P/ pio 1.0020 1.0040 1.0090
Cp/Cpo 0.9980 0.9960 0.9830
k/kq 1.0026 1.0056 1.0113
wl o 1.0007 1.0014 1.0028

weight fraction of 0.25%. This finding demonstrates that the cop-
per nanoparticles are capable of increasing the thermal conductiv-
ity of water.

The following equation can be used for the prediction of vis-
cosity of the nanofluid, as suggested by Brinkman [12]:

w=ps(l+1.250,) (6)

Using the above equations, the thermophysical properties of cop-
per nanofluids for various concentrations of copper nanoparticles
in water have been determined and are shown in Table 1.

3 Experimental Setup and Procedure for Boiling Heat
Transfer Studies

The schematic of pool boiling experimental setup is shown in
Fig. 5, consisting of test-vessel (7) fabricated with a stainless steel
sheet of 3 mm thickness. The vessel has a rectangular cross sec-
tion of 100X 126 mm? and the height of 180 mm. In order to
view the boiling of nanofluid inside the vessel, one of the longer
sides of the vessel is fitted with a plain glass having 130 mm
height, 70 mm width, and 5 mm thickness. The adjacent side of
which is fitted with a sight glass (11) of 60 mm diameter for
providing light into the test-vessel. The opposite side to the light
is covered with a Teflon plate (2) to hold the test-section tube, i.e.,
test heater (10). The pressure gauge (4), drainage nut (13), and
pipe lines for condenser (6) are mounted on the top of the vessel.
The test-section tube (commercially available) is 115 mm long
seamless stainless steel tube having inner diameter of 9.0 mm and
wall thickness of 0.8 mm. One end of the tubes is plugged by a

| [ S— | S

ha oW

%. 1

12

13

Fig. 5 Pool boiling experimental setup
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thin copper circular disk of diameter 9.0 mm. A preheater (12) is
used in the bottom side of the vessel for initial heating of nano-
fluid. The schematic of the test-section tube is shown in Fig. 6.

The inner surface temperature of the test-section tube is mea-
sured using four ‘T’ type thermocouples placed at the top, bottom,
and on either sides of the heater tube at the middle of the length.
A water cooled condenser (6) having helical copper tube of 6.0
mm diameter is installed on the top portion of the vessel to con-
dense and drain back the vapor generated during experimentation.
The heating power is supplied to the test-section tube through a
10 kV A capacity step down transformer connected with dimmer
stat for varying voltages.

The outer wall surface temperature of the heater tube at differ-
ent locations T, is determined by the following conduction equa-

tion:
r
()
e q n( ri

Tw=Tin 27kL

where T_In is the average of inner surface temperatures measured
by the thermocouples placed at different locations, which is given
by the following equation:

@)

T Tt+Tsl+T52+Tb
Tinzf

where t, b, s1, and s2 are the locations of thermocouples at the
top, bottom, and side positions, respectively. After determining the
average outer surface temperature of the test-section tube, the av-
erage boiling heat transfer coefficient is evaluated using the fol-
lowing equation:

®)

__19
Tw—Ts
To begin the experiment, first, the cooling water supply to the

condenser is switched on. The test-section is thermally stabilized

by submerging the test-section in a pool of distilled water and
heating the test-section for 12 h at a heat flux of 500 kW/m?.

Then the power to the heater is switched off, and the test-section

is cooled down for another 12 h. In order to conduct the experi-

ment, first, the preheater is switched on so that the temperature of
the test fluid increases and is maintained at saturation temperature
at the lowest heat flux of 50 kW/m?2, Initially, steam is allowed to
pass through the vent to remove any dissolved gases in the test
fluid and in the test-vessel. The vent is then closed and the test-
liquid is boiled with tube heater at the heat flux of 50 kW/m?
until the steady state is reached. The heat flux is then increased up
to critical heat flux in steps of 50 kW/m?. The data are acquired
during steady state in each step. Thus, experiments are performed
first for the boiling of water by varying heater heat flux from

50 kW/m? to just before the burn-out level in steps of

50 kW/m?2. The entire test is performed under atmospheric pres-

sure. After the experiment, the pure water is replaced by the mix-

ture of water and surfactant, and data are again acquired for the

heat flux starting from 50 kW/m? to the CHF level. Similarly,
data are acquired for the pool boiling of nanofluids with water

h

9)
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containing 0.25%, 0.5%, and 1.0% of copper nanoparticles by
weight. The data are also acquired for the nanofluids containing
1.0% of copper by weight in the water and 9.0% surfactant mix-
ture. The CHF for a test-section is the heat flux at which there is
a rapid increase in surface temperature of the test-section. Hence
all the data are acquired until this value to avoid the physical
burn-out of the heater. After conducting experiment on each test
fluid, the vessel and heater surfaces are cleaned with a water jet to
ensure complete removal of nanoparticles from the system.

Although all precautions are taken to minimize the errors in
experimentation, yet some errors are likely to creep. The error in
measurement depends on the accuracy of the measuring instru-
ments. Uncertainty analysis is carried out in the method of Kline
and McClintock [13], which yields 0.24% for area, 0.43% for the
heat energy supplied to the test surface, 0.49% for heat flux,
0.83% for outer wall temperature, 0.21% for inner wall tempera-
ture, and 4.62% for average heat transfer coefficient.

4 Results and Discussion

The data obtained from the boiling of distilled water over a
plain horizontal tube have been analyzed in order to check the
integrity of the experimental setup. These data shall also be used
as reference data to assess the pool boiling characteristics of nano-
fluids. The results for the pool boiling of water have been com-
pared with those predicted by Cornwell-Houston [14] correlation
since it had good agreement with this model, given by the follow-
ing equations:

Nu=9.7P2°F, Re®®" pro4 (10)

Fo=18P>"" +4P? +10P;° (11)

where the pressure ratio P,.=P/P.. Figure 7 shows the relation
between experimental heat transfer coefficient and the predicted
value. The agreement between them establishes the integrity of
experimental setup. The data are acquired at different time inter-
vals. Almost all the experimental data have remained in an error
band of =15%.

The properties and behavior of nanofluids depend on a number
of parameters including the properties of the base liquid and the
dispersed phases, particle concentration, particle size, as well as
the presence of dispersants or surfactants [15]. The boiling heat
transfer of nanofluid is expected to be higher than that of water
due to the fact that the thermal conductivity of the nanofluid is
more than that of water. Figure 8 shows that for a given wall
superheat of test-section the boiling heat transfer of nanofluids is
lower than that for pure water as revealed by the right shift of
boiling curve of pure water as the concentration on nanoparticles
increases in the base fluid, i.e., water. This shows that the boiling
heat transfer decreases with an increase in nanoparticle concentra-
tion. A possible reason for this shift may be the filling up of tube
surface cavities by nanoparticles, thus reducing the number of
nucleation sites on the test-section tube surface.

Although at a given wall superheat the heat flux for nanofluid is
lower, the CHF is found to be higher. The CHF of nanofluids for
different concentrations of copper is given in Table 2.
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Figure 9 shows that the influence of nanoparticles on boiling
heat transfer coefficient is negligible for lower heat flux. But at
higher heat flux the heat transfer coefficient reduces with an in-
crease in the concentration of nanoparticles. This is due to the fact
that at low heat flux only large cavities are activated. At higher
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Fig. 8 Variation in heat flux with wall superheat

Table 2 CHF values for water and copper nanofluids

CHF
S. No Test fluid (MW/m?2) % increased
1 Water 1.070 -
2 0.25 wt % Cu-water nanofluid 1.160 8
3 0.5 wt % Cu-water nanofluid 1.450 36
4 1 wt % Cu-water nanofluid 1.592 49
5 Water with surfactant 0.224 -
6 1 wt % Cu-water-surfactant nanofluid 0.358 59
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Fig. 9 Variation in heat flux with heat transfer coefficient

heat fluxes the smaller cavities are also activated for the boiling of
pure water, but for nanofluid, these cavities are filled with nano-
particles, thus reducing the heat transfer coefficient.

In fact, the boiling phenomenon occurs in the three distinct
regimes, viz., nucleate pool boiling, discrete bubble regime, and
coalesced bubble regime. With the onset of nucleate boiling and at
heat flux higher than 400 kW/m?2, more nucleation sites are acti-
vated on the heater surface. Similar phenomenon is observed by
Bang and Chang [7] using Al,O53 nanofluid with water. However,
they achieved the onset of nucleate boiling at the heat flux of
100 kW/m?2. This may be due to the varied heat transfer charac-
teristics of nanofluid and surface roughness of the heating surface.

The boiling curves obtained are in a similar trend with Liu et al.
[16]. They determined CHF of water-CuO nanofluids under dif-
ferent pressures with an increase in concentration from 0.1% to
2.0% and observed that the increase in CHF was due to the coat-
ing of nanoparticles over the heating surface. In the present work
also a thin, smooth block coating layer is found over the heating
surface after experimentation. This phenomenon changes the sur-
face roughness of the test-section. The change in surface rough-
ness before and after pool boiling experiments is found by using
optical surface profilometer; the microphotographs are given in
the Appendix.

The critical heat flux enhancement of nanofluids is nearly 73%
for stainless steel wire with Al,03, ZrO,, and SiO, nanofluids [8].
The estimated surface roughness factor is 5.6 for alumina nano-
fluids [8], which is greater than unity. In the present investigation,
the CHF enhancement is nearly 50%, and the surface roughness
factor is 3.9 for 1.0% by weight copper nanofluids. The enhance-
ment in CHF is due to the increase in effective contact area by
deposition of nanoparticles over the heating surface. The nanopar-
ticles generate a nanoporous layer on the test-section tube surface,
thus reducing the contact angle between the fluid and heater sur-
face [9]. Further, the existence of sorption layer enhances the trap-
ping of liquid in the nanoporous sorption layer and prevents the
vapor blanket formation. Therefore, the CHF increases with in-
creasing sorption layer thickness at the low particle concentration
range. When the particle concentration exceeds a certain value,
the sorption layer thickness would not increase and therefore the
CHF does not increase. Figure 10 shows the enhancement of criti-
cal heat flux with concentration of the nanoparticles in the water.
Adaptation of the heater surface by the nanoparticle surface coat-
ing is dependent on the particle concentration of the nanofluids. In
the case of nanofluids with the low particle concentration of

AUGUST 2009, Vol. 131 / 081902-5
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0.25 wt %, the heating surface displays only a nominal change.
However, as the concentration is increased, surface deposition of
the nanoparticles is thickened and more microsized structures are
formed on the heating surface. A similar phenomenon was also
reported by Kim et al. [8] in their experiments of water-TiO,
nanofluids under atmospheric pressure.

Properties of nanofluids, as given in Table 1, show that the
thermal conductivity of water can be enhanced by a factor of
1.003 with a low nanoparticle concentration of 0.25% by weight.
The most obvious reason behind the increase in thermal conduc-
tivity is the increased surface area due to particle size reduction.
However, other factors are Brownian motion, interfacial liquid
layering, ballistic transportation of energy carriers within nanopar-
ticles, and formation of nanoparticle structure through fractal,
clustering, and networking. It is observed that the heated surface,
after the boiling tests, is smooth with metallic brilliancy and
slightly oxidized. It is also observed that there exists a thin sorp-
tion or porous layer on the surface formed by nanoparticles. This
was confirmed by the surface roughness test discussed in the Ap-
pendix. The sorption layer on the copper surface would decrease
active nucleation sites and the contact angle [17]. Less active
nucleation and the contact angle would delay the inception of
boiling and generation of fewer bubbles at a given heat flux. In
addition, the sorption layer increases the heat resistance between
the metal surface and nanofluid.

Xuan and Li [4] found that the addition of SDS anionic surfac-
tant (9.0% by weight), in water-nanoparticles, prevents the ag-
glomeration and provides stable nanofluids for a longer time. In
the present investigation also, no settlement has been found for
the nanofluids with 9.0% surfactant even 36 h after the process of
ultrasonic vibration. In fact, the surfactant behaves like an inter-
facial shell between the nanoparticles and base fluids. With the
addition of surfactant to water the nucleate boiling curve shifts to
the left, indicating enhancement in heat transfer. Surfactant modi-
fies the surface tension and wettability of fluids, influencing boil-
ing heat transfer in a significant manner [18-20]. In comparison to
that of pure water, the boiling performance is enhanced signifi-
cantly by the addition of surfactant, with an early onset of nucle-
ate boiling. In fact, the enhancement in heat transfer is due to an
early incipience, followed by a rapid departure of smaller-sized,
regularly shaped bubbles from the heater surface in addition to an
increase in the number of active nucleation sites. This is due to the
fact that surfactant decreases the dynamic surface tension and in-
creases the wettability of the surface [21]. The similar phenom-
enon has also been observed by Wasekar and Manglik [18]. The
heat transfer coefficient of pure water has been found to be in-

081902-6 / Vol. 131, AUGUST 2009

00
GFGMH
E
1000 - aE ok
a0 2 OF ot
NE X0 OF, . x_/;
= " 02h
2 o? b
=4 100 AT
- *
:: 6 ¥ | o
8 4ig
= N
g ¥ o
= i
E 10 00
0
6 0 water
3 0 ¢ watertsfactat
- & 10% wwater
& 10%Cwwaterisufactnt
1 — ™ T y T T
4 5 6 78910 15 o] (] 40 0
well smahest, AT, °C

Fig. 11 Comparison of nanofluids with pure water and water
with surfactant

creased up to 38% for a given heat flux because of the influence of
surfactant. It is observed that irrespective of the presence of sur-
factants the heat transfer coefficient decreases in the copper-water
nanofluid with an increase in the concentration of nanoparticles.
Figure 11 shows the variation in heat flux with wall superheat
for pure water, water with surfactant, and nanofluid, which shows
that the critical heat flux increases with an increase in the nano-
particle concentrations in water and water-surfactant as base fluid,
but the values of CHF obtained in the case of water-surfactant
nanofluids are nearly one-third of the nanofluids with water as
base fluid. This is due to the unsteady porous agglutination for-
mation over the heater surface due to surfactants, similar to Liu
and Liao’s [22] observations. The CHF obtained in the surfactant
nanofluids is given in Table 2, and the maximum CHF percentage
increase is 59% for the nanofluid of 1.0% by weight concentration
of copper in comparison with water-surfactant nanofluid. Figure
12 shows that the heat transfer coefficient decreases with an in-
crease in concentration of nanoparticles in water-surfactant nano-
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Fig. 12 Comparison between heat flux and heat transfer coef-
ficient of nanofluids with pure water and water with surfactant
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fluids, but when compared with water the heat transfer coefficient
is always higher for a given heat flux. Therefore, the increase in
heat transfer coefficient in the surfactant nanofluids is only due to
the presence of surfactant, not due to the addition of nanoparticles.

Figure 10 shows the decrease in CHF with an increase in con-
centration of nanoparticles in copper-water nanofluid with 9.0%
surfactant. However, with the increase in the concentration of
nanoparticles the CHF increases and attains the highest value at
1.0% concentration of copper nanoparticles, which is only 34% of
that of pure water. This is due to the early departure of bubbles
growing in the water-surfactant nanofluids, which increases the
wettability of the surface and decreases the dynamic surface ten-
sion [20].

5 Conclusions

The CHF of nanofluids for boiling over a horizontal test-section
tube increases as the concentration of copper nanoparticles in the
base fluid increases. The highest enhancement when compared
with pure water is found to be 50% corresponding to a weight
concentration of 1.0%. In the case of nanofluids containing sur-
factant, it has been found that the CHF enhancement is 60% cor-
responding to a weight concentration of 1.0% of water and 9.0%
of surfactant.

Copper nanoparticles cause a decrease in pool boiling heat
transfer coefficient with water as base fluid. The heat transfer
coefficient decreases as the concentration of nanoparticle in-
creases. However, for the water with 9.0% surfactant, the heat
transfer coefficient increases by 30% for a given heat flux. This is
purely due to the reduction in surface tension of water by surfac-
tant.

Surface characteristics of the heater surface obtained after pool
boiling CHF tests revealed that CHF enhancement of nanofluids is
closely related to the surface microstructure and enhanced topog-
raphy resulting from the deposition of nanoparticles on the tube
surface. After boiling experiments with 1.0 wt % concentration,
nanofluids show an increase in the surface roughness factor of
3.87.

Nomenclature
A = heated surface area=7DL, m?
B = full width at half maximum (FWHM) intensity,
rad
C = surface-liquid combination factor

Journal of Heat Transfer
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Fig. 13 Surface roughness of the heater: (a) before boiling and (b) after boiling

D = diameter, m
| = electric current, A
L = length, m
P = pressure, bar
Pr = Prandtl number
R, = roughness parameter, um
Rep = boiling Reynolds number, (=qD/ ushsg)
Ry = roughness parameter, um

V = voltage, V

h = heat transfer coefficient, KW/m? K
k = thermal conductivity, kW/m K

q = heat flux, kW/m?

r; = inner radius of the heater tube, m
ro = outer radius of the heater tube, m

t = size of the nanoparticle, nm

Greek Symbols

fraction, %

= density, kg/m?3

= surface tension, Pa m

= dynamic viscosity, Pa s

= maximum angle of reflection at which maxi-
mum intensity, in deg

wavelength of the X-ray target (for copper it is
1.54 A)

2T 9o ¥

A =

Subscripts

b = boiling
c = critical
f = fluid

g = vapor
m = mass
p = particle
v = volume
w = wall

Appendix

The literature review reveals that increased surface roughness
gives better heat transfer at a given wall superheat [22-24]. Webb
and Pais [25] also showed the enhancement of boiling heat trans-
fer coefficient of refrigerants by increasing the surface roughness
of heaters. The surface characteristic of the stainless steel tube
heater was studied using an optical profilometer. Figure 13 shows
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Table 3 Roughness of heater before and after boiling for dif-
ferent places

Before experiment After experiment

() (nm)
No. Ra Rq Ra Rq
1 0.877 1.35 5135 659.54
2 1.31 1.79 660.57 990.87
3 1.22 1.58 774.38 1220
4 0.975 1.38 338.2 518.99

a 3D interactive display picture of surface roughness of the heater
with a magnification of 10.43 in vertical scanning interferometry
(VSI) measurement mode. The average surface roughness of the
seamless stainless steel tube heater was found to be 1.09 um
before conducting the boiling experiment and 571.66 nm after
boiling experiments. The average and root mean square values of
surface roughness of the heater before and after the boiling ex-
periments for various positions of the heater are given in Table 3.
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Magnetohydrodynamic
Convective Heat and Mass
Transfer Flow Due to a Rotating
Disk With Thermal Diffusion
Effect

Considering the importance of mass transfer in a magnetohydrodynamic (MHD) convec-
tive flow, a numerical solution is obtained for a steady three-dimensional MHD convec-
tive mass transfer flow in an incompressible fluid due to a rotating disk with thermal
diffusion. The governing partial differential equations of the MHD convective mass trans-
fer flow are reduced to nonlinear ordinary differential equations by introducing suitable
similarity transformations. The nonlinear similarity equations are then solved numeri-
cally by Nachtsheim-Swigert iteration technique. The results of the numerical solution
are then presented graphically in the form of velocity, temperature, and concentration
profiles. The corresponding skin-friction coefficients, the Nusselt number, and the Sher-
wood number are also calculated and displayed in tables showing the effects of various
parameters on them. A good comparison between the present numerical predictions and
the previously published data (Sparrow, and Gregg, 1959, “Heat Transfer From a Ro-
tating Disk to Fluids of Any Prandtl Number,” ASME J. Heat Transfer, 8, pp. 249-251;
Benton, 1966, “On the Flow Due to a Rotating Disc,” J. Fluid Mech., 24, pp. 781-800)

has been achieved. [DOI: 10.1115/1.3089555]

Keywords: MHD flow, heat and mass transfer, thermal diffusion, rotating disk

1 Introduction

The flow in the neighborhood of a rotating disk is of great
practical importance, particularly in an infinite environment or in
a housing, computer disk drives (see Ref. [1]), and film conden-
sation (see Ref. [2]). In some applications, where the rotating
object is a candidate for over heating and limitations exist on the
allowable rotational speed, further heat removal is feasible by
means of jet impingement. This is also a common cooling tech-
nique for some transmission gearing, where the mechanism bear-
ings are subject to impingement, creating a complex but powerful
flow capable of increasing heat transfer considerably. Interest in
this subject has increased considerably over the past 20 years, and
major gas-turbine manufacturers in Europe, the United States, and
Japan are currently funding a large number of research projects.
The solution of the Navier—Stokes equations is furnished by the
flow around a flat disk, which rotates about an axis perpendicular
to its plane with uniform angular velocity €}, in a fluid otherwise
at rest. The layer near the disk is carried by it through friction and
is thrown outwards, owing to the action of centrifugal forces. This
is compensated by particles, which flow in an axial direction to-
ward the disk, to be in turn carried and ejected centrifugally. Thus
the case is seen to be one of fully three-dimensional flows. The
problem of flow over a rotating disk has a long history, with von
Karman [3] originally describing similarity transformations that
enable the Navier-Stokes equations for an isothermal imperme-
able rotating disk to be reduced to a system of coupled ordinary
differential equations. Later, Cochran [4] obtained more accurate
results by patching two series expansions. It is found that the disk
acts like a centrifugal fan, the fluid near the disk being thrown

Contributed by the Heat Transfer Division of ASME for publication in the Jour-
NAL oF HeaT TrANsFER. Manuscript received April 8, 2008; final manuscript received
November 18, 2008; published online June 1, 2009. Review conducted by Frank
Cunha.

Journal of Heat Transfer

Copyright © 2009 by ASME

radially outwards. This, in turn, impulses an axial flow toward the
disk to maintain continuity. Benton [5] improved Cochran’s solu-
tion and extended the hydrodynamics problem to flow starting
impulsively from rest. Subsequently comprehensive studies have
been carried out on rotating disk flow by many researchers, some
of them are Refs. [2,6-14]. Recently Maleque and Sattar [14]
considered an implicit finite difference solution for an unsteady
convective incompressible magnetohydrodynamic (MHD) flow
due to an infinite rotating disk, taking into account heat absorption
effect. More recently, the effects of variable properties and Hall
current on steady MHD laminar flow of a compressible electri-
cally conducting fluid on a porous rotating disk have been studied
by Maleque and Sattar [15,16].

The effects of thermal diffusion on MHD convection of mass
transfer flows have been considered by many investigators due to
its important role, particularly in isotope separation and in mix-
tures between gases with very light molecular weight (H, and He)
and medium molecular weight (N, and air) [17]. Considering
these aspects, many papers have been published on the effects on
thermal diffusion on MHD convective and mass transfer flow.
Some of them are Refs. [18-20]. Recently Sattar and Alam [21]
obtained an analytical solution on the free convection and mass
transfer flow with thermal diffusion. Very recently Maleque and
Sattar [22] obtained the numerical solution of MHD free-
convective and mass transfer flow over an infinite vertical porous
plate with thermal diffusion effects. Considering the importance
of thermal diffusion of a MHD convective and mass transfer flow,
in the present study a numerical solution is obtained for a steady
three-dimensional MHD convective heat and mass transfer flow in
an incompressible fluid due to a rotating disk with thermal diffu-
sion. The governing partial differential equations of the MHD
convective mass transfer flow are reduced to nonlinear ordinary
differential equations by introducing suitable similarity transfor-
mations. The nonlinear similarity equations are then solved nu-
merically by Nachtsheim—Swigert [23] iteration technique. The
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Fig. 1 The flow configuration and the coordinate system

results of the numerical solution are then presented graphically in
the form of velocity, temperature and concentration profiles. The
corresponding skin-friction coefficients, the Nusselt number and
the Sherwood number, are also calculated and displayed in tables
showing the effects of various parameters on them.

2 Governing Equations

Steady axially-symmetric incompressible flow of a homoge-
neous electrically conducting fluid with heat and mass transfer
due to an infinite rotating disk has been considered, assuming that
the fluid is infinite in extent in the positive z-direction. The disk
rotates with constant angular velocity ) and is placed at z=0,
where z is the vertical axis in the cylindrical coordinates system,
with r and ¢ as the radial and tangential axes, respectively. The
components of the flow velocity are (u,v,w) in the directions of
increasing r, ¢, and z, respectively, the pressure is P, and the
density of the fluid is p. T and C are the fluid temperature and
concentration, respectively, and instantaneously the temperature
of the surface of the rotating disk and concentration are raised to
T, and C,, respectively, which are hereafter maintained constant.
Far away from the surface, the freestream is kept at a constant
temperature T.., at a constant concentration C.., and at a constant
pressure P... The fluid is assumed to be Newtonian, viscous, and
electrically conducting. The external uniform magnetic field is
applied perpendicular to the surface of the disk and has a constant
magnetic flux density By, which is assumed unchanged by taking
small magnetic Reynolds number (Re;,<1). In addition, no elec-
tric field is assumed to exist and the Hall effect is negligible.

The physical model and geometrical coordinates are shown in
Fig. 1. Due to axial symmetry, incompressible MHD laminar flow
of a homogeneous fluid satisfies the following continuity, Navier—
Stokes, energy, and mass equations:

U ow
—+—-+—=0 1)
ar r oz
u_v? ou oBf  1op_ (Fu lau u Fu
U———+wW—+—u+ e et &
ar r gz p  por ar rar r* gz
(2)
Jdv U v O'BS Fv lav v P
U—+—+w_+—v=pS+-—-5+—=]| (3
ar r az art ror r? gzt
ow . ow 19p_ azw low &Pw
u— +w— Sttt (4)
PR pdz  \or* rair oz
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(aT aT) (&ZT 14T aZT)
pCyl U— +w— (5)

ar 0z o ror azz
( aC aC) ( #C 14C azc)
U—+w—|=Dy o+
ar Jz o> ror 9

Dk FT 14T FT
MT( d ) (6)

—_——t —
T,\,I ar? rar 972

where « is the thermal conductivity of heat, o is the electrical
conductivity, c, is the specific heat with constant pressure, Dy, is
the molecular diffusivity, Ty, is the mean fluid temperature, and ky
is the thermal diffusion ratio.

Appropriate boundary conditions for the present problem are
given by

u=0, v=Qr, w=0, T=T, and C=C, at z=0
(7
u—»0, v—0 T—T, C—C, P—P, as z—x»

3 Mathematical Formulations

To obtain the nondimensional form of the above equations, we
now introduce the following dimensionless variables:

R—£ Z.=— U—L V—L W_i
S T T ¢ VL ¢ TR
p-p.. v - T-T. = C-C.
S G

p22 1T QL2 T,-T. C.,-C.

in Egs. (1)—(5). We thus obtain the following dimensionless equa-
tions:

U U W

—+——+__-=0 (8)
U V2 U K]
U—-—+W—+MU+—
AU 19U U U
=y| ot 5t 9)
dR,?> RydR; R 497,
N UV Vv AN 1oV VA
Ut —+W—+MV=p| —5+ -5+
Ry Ry 1 dR> RydR; Ry 97,
(10)
IW IW 9P PW 1 oW AW
U—+W— =y st —+—5 (11)
R, 9Zy az1 dR,2 RydR; dZ,
aT aT aZT 14T FT
U—+W— — (12)
AR, a21 Pr aRl R1 dRy  9Z,
JC  aC (azc 14C azc)
U—+W—-= —+
ARy 9Z; Sc\ 4R, R1 ARy 9Z,?
aZT 14T #T
+v; So —t 3 (13)
dR,? R1 IRy 9Z,

where length scale L disappears on simplification in dimension-
less equations, M :UB(Z)/pQ is the magnetic interaction parameter,
which represents the ratio of the magnetic force to the fluid inertia
force, Pr=(prcy)/k is the Prandtl number, Sc=»/Dy is the
Schmidt number, and So=(ATDyky)/(vACT),) is the Soret num-
ber, where AT=T,,-T,, and AC=C,,-C...

The boundary condition (7) is obtained as
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U=0, V=R, W=0, T=10, C=1 at Z,=0
(14)

U=0, V=0, T=0, C=0, P=0 as

Now, we introduce the following von Karman transformations to
Egs. (8)-(14):

U=RF (9, V=RGE), W=-202F(&), T=60

ZlHOO

C=o(d), Zy=¢&n"
where F’, G, 6, and ¢ are nondimensional functions of modified

dimensionless vertical coordinate £ Using these transformations,
the set of equations (9), (10), (12), and (13) take the form

d®F d’F (dF)Z
—+2F—-|—] +G*-MF=0 15
d& d&  \d¢ (19
dz—G+2|:O|—G—2GO|—F—|\/|G—0 (16)
dg 7 de T de -
1 d%6 de
—— +2F—=0 17
Prdé d¢ an
1 d?¢ d?6 de
——— +S0— +2F—=0 18
scdg %2 T g (18)
The boundary condition (14) then becomes
F=0, F'=0, G=1, 6=1, ¢=1 at é=0
(19)
F'=0, G=0, 6=0, ¢=0 as &—x

The solutions of Egs. (15)—(18) subject to the above boundary
conditions are now sought numerically.

4 Method of Solutions

Numerical solutions to the transformed set of coupled nonlinear
differential equations (15)—(18) were obtained, utilizing a modifi-
cation of the program suggested by Nachtsheim and Swigert.
Within the context of the initial value method and the
Nachtsheim-Swigert [23] iteration technique, the outer boundary
conditions may be functionally represented by the first order Tay-
lor’s series as

F'(énad) =F'(X,Y,Z,1)
=F'o(&na) + AXF'y + AYF' + AZF', + AtF' = 5,
G(&ma) =G(X,Y,Z,1)
= Go(émax) + AXGX + AYGY + AZGZ + Ath = 52
O(€max) = OK,Y,Z,1) = Op(€max) + AXOx + AY Oy + AZ0O, + At6; = &5
‘P(émax) = (P(XvaZ,t)
= @o(€max) + AXoyx + AY oy + AZp; + Atgy = 6,
with the asymptotic convergence criteria given by
F"(émax) = F"(X,Y,Z,1)
= F"y(Emax) T AXF"y + AYF"y + AZF", + AtF" = &5
G'(émax) = G'(X,Y,Z,1)
=G o(&nax) T AXG 'y + AYG'y + AZG', + AtG' = &
0" (&max) = 0'(X,Y,Z,1)
=0 o(&nax) T AXO' x + AY Oy + AZG , + A0 = &
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Fig. 2 Radial velocity profiles for different step sizes

(P,(gmax) = QDI(X,Y,Z,t)
= @' o(Emad) + AX@'x + AY @'y + AZo', + Atg' = 8,

where X=F'(0), Y=G’(0), Z=6'(0), and t=¢'(0) and X, Y, Z,
and t subscripts indicate partial differentiation, e.g., Fyx
=dF/(dF'(0)). The subscript 0 indicates the value of the function
at 7max to be determined from the trial integration.

Solution of these equations in a least square sense requires de-
termining the minimum value of E=&+ &+ 85+ &+ oo+ 5+ &5
+5§ with respect to X, Y, Z, and t. To solve AX, AY, AZ, and At
we require one to differentiate E with respect to X, Y, Z, and t,
respectively. Thus adopting this numerical technique, a computer
program was set up for the solutions of the basic nonlinear differ-
ential equations of our problem, where the integration technique
was adopted as a six ordered Runge—Kutta method of integration.
Various groups of the parameters M, Pr, Sc, and So were consid-
ered in different phases. In all the computations the step size A¢
=0.01 was selected, which satisfied a convergence criterion of
107% in almost all of the different phases mentioned above. Stating
=&, +AE, the value of &, was found in each iteration loop.
(&)max, in €ach group of the parameters, has been obtained when
the value of unknown boundary conditions at ¢=0 does not
change to a successful loop with an error of less than 1076, How-
ever, different step sizes, such as A¢=0.01, A¢é=0.005, and A&
=0.001, were also tried, and the obtained solutions have been
found to be independent of the step sizes, as observed in Fig. 2.

5 Solutions

Equations (15)-(18) are solved numerically under boundary
condition (19) using the Nachtsheim-Swigert [23] iteration tech-
nique discussed shortly above. Thus adopting this numerical tech-
nique, a computer program was set up for the solutions of the
basic nonlinear differential equations of our problem, where the
integration technique was adopted as the six ordered Runge—Kutta
method of integration. The results of this integration are then dis-
played graphically in the form of velocity, temperature, and con-
centration profiles in Figs. 2-10. In the process of integration, the
local skin-friction coefficients and the local rates of heat and mass
transfer to the surface, which are of chief physical interest, are
also calculated out. From these solutions we may obtain deriva-
tives of the G and F’ functions at the disk surface (¢£=0), which
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Fig. 3 Effect of M on the radial velocity profiles

are required for the calculation of the tangential shear stress 7; and
the radial shear stress 7,. To find the tangential shear stress 7; and
the radial shear stress 7, we apply the Newtonian formulas

Y U XA R
n—u( =12 ¢)Z=o G'(0) (20)
and
Ju low .
= [M(E + F0_¢>]z=o = F"(0) (21)

The heat flux (q,,) and the mass flux (M,,) at the surface are given
by

aT KAT
qW:—K(E> :-Tvi/zﬂ'(O) and
y=0

For Pr=0.71, §,=0.6 and §,=0.5
G
M
05+
0.2
0.4
0.6
0 |
0 2 4 6
<

Fig. 4 Effect of M on the tangential velocity profiles
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Fig. 5 Effect of M on the axial velocity profiles

aC DyAC
My==Du| —| === —
Z /=0 L

Hence the Nusselt number (Nu) and the Sherwood number (Sh)
are obtained as

n°¢'(0)

Nu= % =-\1,0'(0) and Sh= DLMMAWC =—\1¢'(0)
Thus the heat and mass transfer coefficients are obtained as
Nu(r;)™?=-6'(0) (22)
and
Sh(r)™?==-¢'(0) (23)

These above coefficients are then obtained from the procedure of
the numerical computations and are sorted in Table 1. In the above
equations, prime denotes derivative with respect to similarity vari-
able &.

For Pr=0.71, §,=06 and §,=0.5
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Fig. 6 Effect of M on the temperature profiles
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Fig. 7 Effect of M on the concentration profiles

6 Results and Discussions

The problem considered here involves a number of parameters,
on the basis of which a wide range of numerical results have been
derived. Of these results, a small section is presented here for
brevity. The numerical results of the velocity profiles for r, ¢, and
z components of velocity, commonly known as radial, tangential,
and axial velocities, are shown in Figs. 3-5.

The parameters entering into the fluid flow are magnetic param-
eter M, Prandtl number Pr, Schmidt number Sc, and Soret number
So. It is, therefore, pertinent to inquire the effects of variation in
each when the others are kept constant. The numerical results are
thus presented for different values of M, Pr, Sc, and So. For
Prandtl number Pr, three values, 0.71, 1.0, and 7.03, are consid-
ered (Pr=0.71 represents air at 20°C, Pr=1.0 corresponds to an
electrolyte solution, such as salt water, and Pr=7.03 corresponds
to water). In air (Pr=0.71) the diluting chemical species of most
common interests have a Schmidt number in the range of 0.1-
10.0. Therefore, three values, 0.22, 0.60, and 0.75, of the Schmidt
number (Sc) are considered for they represent specific conditions

For M=02, S,=06 and S,=05

0 4 £ 8 12
Fig. 8 Effect of Pr on the temperature profiles
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Fig. 9 Effect of Sc on the concentration profiles

of the flow. In particular, 0.22 corresponds to hydrogen, while 0.6
corresponds to water vapor, which represents a diffusing chemical
species of most common interest in air, and the value 0.75 repre-
sents oxygen. For water (Pr=7.03), the species, hydrogen, oxy-
gen, and carbon dioxide, are the typical of the materials of most
interest, in which the Schmidt number ranges from 100 to 500.
Above values of Schmidt number Sc for different species are ob-
tained from Ref. [20]. Three values of the magnetic parameter M
(0.2, 0.4, and 0.6) are taken into account to encounter low mag-
netic field. In order to highlight the validity of the numerical com-
putations adapted in the present investigation, some of our results
(without thermal diffusion) have been compared with those of
Sparrow and Gregg [2] and Benton [5], respectively, in Tables 2
and 3. The comparisons show excellent agreements, hence an en-
couragement for the use of the present numerical computations.
The representative velocity, temperature, and concentration pro-
files and the values of the physically important parameters, i.e.,
the local shear stress and the local rates of heat and mass transfer,
are illustrated for uniform wall temperature and species concen-
tration in Figs. 3-10 and in Table 3. In Figs. 3-5, the radial,
tangential, and axial velocity profiles are shown, respectively, for

1.25

For Pr=0.71, §,=0.6 and M=0.2

0 4 ¢ 8 12 16
Fig. 10 Effect of So on the concentration profiles
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Table 1 Numerical values of the radial shear stress =, the tan-
gential shear stress 7, Nusselt number Nu, and the Sherwood
number Sh for the different values of M, Pr, Sc, and So: (a) for
Pr=0.71, Sc=0.6, and So0=0.5, (b) for M=0.2, Sc=0.6, and So
=0.5, and (c) for Pr=0.71 and M=0.2

M F"(0) -G'(0) -6'(0) -¢'(0)
(a)0.0 0.510174 0.626143 0.385700 0.333941
0.1 0.480499 0.662260 0.306761 0.222261
0.2 0.453136 0.708770 0.283175 0.196607
0.3 0.428193 0.755623 0.263046 0.182197
0.4 0.405570 0.802362 0.243440 0.167397
0.5 0.387084 0.844112 0.227007 0.155794
Pr -6'(0) -¢'(0)
(b)0.10 0.109091 0.270816
0.71 0.283175 0.196607
1.00 0.349565 0.182891
2.00 0.511053 0.144306
4.35 0.740694 0.085090
7.03 0.913525 0.038137
10.00 1.058404 —0.002268
11.04 1.102125 —0.014604
20.00 1.396383 —0.098859
50.00 1.978522 —0.269185
100.00 2.612601 —0.341351
Sc So -¢'(0)
(c)0.25 0.5 0.105908
0.40 0.5 0.149389
0.60 0.5 0.196607
0.80 0.5 0.241491
1.00 0.5 0.272331
0.60 0.5 0.196607
0.60 1.0 0.139508
0.60 2.0 0.030292
0.60 2.5 —0.025810
0.60 3.0 —0.081929

different values of M (0.2, 0.4, and 0.6). From these figures it is
observed that the presence, as well as the increase in the magnetic
field, leads to the decrease in the velocity field, indicating that the
magnetic field retards the velocity field. In Figs. 6 and 7, we have
plotted the temperature and concentration profiles for air (Pr
=0.71) at 20°C and at 1 atm, showing the effect of variation in
magnetic parameter. It is thus apparent that the magnetic param-
eter M has increasing effects on temperature and concentration
profiles. Imposition of a magnetic field to an electrically conduct-
ing fluid creates a draglike force called the Lorentz force. This
force has the tendency to slow down the flow around the disk at
the expense of increasing its temperature. This is depicted by the
decreases in the radial, tangential, and axial velocity profiles and
increases in the temperature profiles as M increases.. In addition,
the increases in the temperature and concentration profiles as M
increases are accompanied by increases in the thermal and mass
boundary layers.

Figure 8 presents the effect of Prandtl number Pr on the tem-
perature profiles. From this figure, it is seen that the temperature
profiles decrease with the increasing values of Pr. In the case of

Table 2 Comparison between the results of Sparrow and
Gregg [2] (analytical) and the present work; heat transfer coef-
ficients —6'(0) for So=0, M=0, and Sc=0.22

Pr Sparrow and Gregg Present
1.0 0.39625 0.397991
10.0 1.1341 1.134531
100 2.6871 2.686091
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water at 20°C (Pr=7.03), the thermal boundary layer shows a
sharp decrease compared with the effects on electrolyte solution,
such as salt water (Pr=1.0) and air (Pr=0.71) at 20°C. Figure 9
presents the effect of the Schmidt number Sc on the concentration
profiles. From this figure, it is seen that the concentration profiles
decrease with the increasing values of Sc.

The parameter So (Soret number) does not enter directly into
the momentum and energy equations. Thus the effect of the Soret
number on velocity and temperature profiles is not apparent. Fig-
ure 10 shows the variation in concentration profiles for different
values of So. The parameter So has marked effects on the concen-
tration profiles. It is observed that the concentration profiles in-
crease with the increasing values of So. It is also observed from
this figure that when So=1.0, that is, when the ratio between
concentration and temperature gradient is very small, the concen-
tration profile shows its usual trend of gradual decay. As the Soret
number becomes large, the profiles overshoot the uniform concen-
tration close to the boundary.

The radial and tangential skin frictions and the heat transfer and
the mass transfer coefficients are tabulated in Table 1 for various
values of M, Pr, Sc, and So. We observe in Table 1(a) that the
radial skin-friction, heat, and mass transfer coefficients decrease,
while the tangential skin friction increases with the increase in the
magnetic parameter M. Table 1(b) shows that the heat transfer
coefficient increases, whereas the mass transfer coefficient de-
creases with the increasing values of the Prandtl number Pr. Table
1(c) shows that the dimensionless Sherwood number increases
with the increasing values of the Schmidt number Sc. It is also
observed in Table 1(c) that as thermal diffusion (So) intensifies,
the mass transfer coefficient decreases.

The step size in this case was selected to be A¢=0.01, which
satisfied the convergence criterion of 107%. However, different
step sizes, such as Aé=0.01, A¢=0.005, and A¢=0.001, were also
tried, and the obtained solutions have been found to be indepen-
dent of the step sizes observed in Fig. 2.

7 Conclusions

In this paper, a steady three-dimensional MHD convective heat
and mass transfer flow in an incompressible fluid due to an infinite
rotating disk is studied. The Nachtsheim—Swigert [23] iteration
technique based on sixth order Runge-Kutta and shooting meth-
ods has been employed to complete the integration of the resulting
solutions.

The following conclusions can be drawn as a result of the com-
putations.

1. The effect of the Lorentz force or the usual resistive effect of
the magnetic field on the velocity profiles is apparent. It is
also apparent that the magnetic parameter M has increasing
effects on temperature and concentration profiles.

2. It is observed that the temperature profiles decrease with the
increasing values of Pr. In the case of water at 20°C (Pr
=7.03), the thermal boundary layer shows a sharp decrease
compared with the effects in electrolyte solution, such as salt
water (Pr=1.0) and air (Pr=0.71) at 20°C.

3. As for the effect of the Schmidt number Sc on the concen-
tration profiles, it is seen that the concentration profiles de-
crease with the increasing values of Sc.

4. The parameter So has marked effects on the concentration
profiles. It is observed that the concentration profiles in-
crease with the increasing values of So.

5. We observe that the radial skin-friction, heat, and mass
transfer coefficients decrease, while the tangential skin fric-
tion increases with the increase in the magnetic parameter
M.

6. The heat transfer coefficient increases, whereas mass trans-
fer coefficient decreases with the increasing values of the
Prandtl number Pr.

7. It is observed that the dimensionless Sherwood number in-
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Table 3 Comparison between the results of Benton [5] and the present work; the velocity field,

its derivatives as a function of &

£ F’ G -H F” G’
Present work for M=0, Sc=0.6, Pr=0.71, and So=0
0.0 0.000000 1.000000 0.000000 0.510088 —0.616697
0.1 0.046261 0.938415 0.004790 0.416018 —0.612003
0.2 0.083989 0.877170 0.018091 0.332806 —0.599309
0.3 0.114365 0.816415 0.038641 0.259192 —0.580255
0.5 0.153206 0.708520 0.091087 0.147988 —0.533617
1.0 0.180279 0.478177 0.263261 —0.014211 —0.393658
15 0.157273 0.316419 0.430626 —0.067916 —0.272089
2.0 0.119400 0.201392 0.574235 —0.072951 —0.177531
2.5 0.084882 0.130455 0.674351 —0.060461 —0.116749
3.0 0.059054 0.083691 0.746181 —0.044941 —0.075884
4.0 0.028363 0.034390 0.829440 —0.021678 —0.031064
Results of Benton [5]
0.0 0 1.0000 0 0.5102 —0.6159
0.1 0.0462 0.9386 0.0048 0.4163 —0.6112
0.2 0.0836 0.8780 0.0179 0.3380 —0.5987
0.3 0.1133 0.8190 0.0377 0.2620 —0.5803
0.5 0.1536 0.7076 0.0919 0.1467 —0.5321
1.0 0.1802 0.4766 0.2655 —0.0157 -0.3911
15 0.1559 0.3132 0.4357 —0.0693 —0.2677
2.0 0.1189 0.2033 0.5732 —0.0739 -0.1771
2.5 0.0848 0.1313 0.6745 —0.0612 —0.1153
3.0 0.0581 0.0845 0.7452 —0.0455 —0.0745
4.0 0.0257 0.0349 0.8251 —0.0216 —0.0309

creases with the increasing values of the Schmidt number
Sc. It is also observed that as thermal diffusion (So) inten-
sifies, the mass transfer coefficient decreases.
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Nomenclature
B, = applied magnetic field
¢, = specific heat at constant pressure
C = concentration of the fluid
C

= dimensionless concentration of the fluid
C, = concentration of the fluid at the wall
C.. = concentration of the fluid at infinity
Dy = molecular diffusivity
ky = the thermal diffusion ratio
L = length scale
M = magnetic parameter
Nu = Nusselt number
Pr = Prandtl number
p = pressure
p.. = pressure at infinity
(r,¢,z) = cylindrical polar coordinates
R{,Z, = dimensionless radial and axial coordinates
Re = Reynolds number
Sc = Schmidt number
So = Soret number
T = temperature of the flow field
Twm = the mean fluid temperature
T = dimensionless temperature of the flow field
T, = temperature of the fluid at infinity
T, = temperature at the plate
(u,v,w) = components of the velocity field
(U,V,W) = dimensionless velocity components
(F,G) = dimensionless similarity functions

Greek Symbols
6 = dimensionless temperature

Journal of Heat Transfer

= dimensionless concentration

=
& = dimensionless similarity variable
v = kinematic viscosity
v, = dimensionless kinematic viscosity
p = density of the fluid
o = electric conductivity
« = thermal conductivity
Q = angular velocity
7, = radial shear stress
7, = tangential shear stress
u = fluid viscosity
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Fields in Microwave Heating of
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Using a Rectangular Waveguide
(Influence of Frequency and
Sample Size)

Microwave heating-drying of hardened Type I-cement paste using a rectangular wave-
guide is a relatively new area of cement-based materials research. In order to gain
insight into the phenomena that occur within the waveguide together with the tempera-
ture distribution in the heated cement paste samples, a detailed knowledge of absorbed
power distribution is necessary. In the present paper, a three-dimensional finite difference
time domain scheme is used to determine electromagnetic fields (TE;,-mode) and micro-
wave power absorbed by solving transient Maxwell’s equations. Two-dimensional heat
transport within the cement paste located in rectangular waveguide is used to evaluate
the variations of temperature with heating time at different frequencies and sample sizes.
A two-dimensional heating model is then validated against experimental results and

subsequently used as a tool for efficient computational prototyping.
[DOI: 10.1115/1.2993134]
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1 Introduction

In the past decade, there are many successful examples of mi-
crowave application such as the heating and drying of foods, heat-
ing and drying of ceramics, heating and drying of cement paste,
and vulcanizations of rubber. A number of other analyses of the
microwave heating process have appeared in the recent literature
[1-11].

The microwave heating process takes place inside the material,
the penetrated depth of which governs how strongly the micro-
waves are absorbed. It is known that the heat dissipated from the
microwave energy depends on many parameters, such as the con-
figuration and geometry of the dielectric samples, the microwave
power level, the microwave field distribution, and the dielectric
properties of dielectric samples.

The use of alternative techniques for heating cement paste and
concrete has been investigated sporadically in the past 20 years.
Two of the main forms of alternative heating are Ohmic (or direct
electric) heating and microwave heating. Watson [12] reported a
research on microwave heating of concrete in 1968. However,
very few additional works were reported over the next 20 years.
Interest in microwave heating and curing of cement-based mate-
rials was again revived in the 1980s through the present [13-21].
The use of microwave heating and drying to process concrete
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potentially covers the entire spectrum of the following
[12,15,19,20]:

e preheating of concretes prior to the product casting or pri-
mary curing stage

» rapid (accelerated) curing and/or drying as a primary pro-
cess stage

e drying as a secondary postcuring stage

These may be required individually or in combinations that are
either applied sequentially or with some overlap.

In theoretical analysis, the microwave power absorbed gener-
ally is assumed to decay exponentially into the sample following
Lambert’s law. However, this assumption is valid for large dimen-
sion samples where the depth of sample is much larger than the
penetration depth (all microwave energy, except the reflected
wave from the upper surface of the sample, is dissipated within
the sample). For small samples where the depth of sample is much
smaller than the penetration depth, result heat in a faster rate by
microwave due to the reflection and transmission components of
microwave at each interface will contribute to the resonance of
standing wave configuration inside the sample, whereas resonance
is completely absent for greater length scales [1]. In perspective,
Lambert’s exponential decay law cannot predict resonance phe-
nomenon. Therefore, the spatial variations of the electromagnetic
field within small samples must be obtained by solution of the
Maxwell’s equations.

The two-dimensional models of the interactions between elec-
tromagnetic field and dielectric materials have been used previ-
ously to study numerous heating processes of materials in a vari-
ety of microwave applicator configurations such as rectangular
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Table 1 Mix proportions of cement paste used

Water-to-cement ratio Portland cement Type | Water
(w/c) (kg/m?3) (kg/m?3)
0.40 1394 558

waveguide and cavities [22,23,5-7,24]. Although most of the pre-
vious investigations considered simulations of microwave heating
in solid sample, little effort has been reported on study of micro-
wave heating of cement paste in a rectangular waveguide particu-
larly full comparison between the mathematical simulations and
experimental data. Due to the limited amount of theoretical and
experimental work on microwave heating of porous media such as
concrete or cement paste reported to date, the various effects are
not fully understood and numbers of critical issues remain unre-
solved. These effects of irradiation time, working frequencies, and
sample size on heating pattern have not been systematically stud-
ied.

In this work, the formulation of mathematical model for the
microwave heating of hardened Type I-cement paste (henceforth
“cement paste” will refer to hardened Type I-cement paste) inside
a rectangular waveguide in which the microwave of TE;q mode
operating at the specified frequencies is employed utilized three
microwave frequencies of 1.5 GHz, 2.45 GHz, and 5.0 GHz in
testing the model.

The mathematical models are solved numerically and compared
with experimental data. In analysis, the effects of the irradiation
time, working frequencies, and sample size on heating pattern are
investigated in detail. The result presented here provides a basis
for fundamental understanding of microwave drying of porous
media such as cement paste and concrete.

2 Experimental Program

2.1 Sample Preparation. The samples studied were made
with cement paste with different dimensions (110 mm(x)
X 54.61 mm(y) x50 mm(z) and 110 mm(x) X 54.61 mm(y)
X80 mm(z)). Portland cement type | (Blaine fineness of
3250 cm?/g) is mixed with tap water (pH=7.0) following the
ASTM C 305 Standard [25], the water-to-cement ratio (w/c) by
weight was kept constantly equal to 0.4 in all experiments. The
mixed proportions of cement paste used are shown in Table 1.
After mixing and placing, the cement paste was put into mold,
which was covered by plastic sheet to prevent moisture evapora-
tion. After demolding at 23% i% h later, the samples were soaked
in microwave energy.

2.2 Experimental Configuration. Figure 1(a) shows the ex-
perimental apparatus. The microwave system was a monochro-
matic wave of TE;q mode operating at a frequency of 2.45 GHz.
Microwave was generated by a magnetron and transmitted along
the z-direction of the rectangular waveguide, with an inner dimen-
sion of 110 X 54.61 mm?, toward a water load that was situated at
the end of the waveguide (Fig. 1(b)). The water load (lower ab-
sorbing boundary) ensured that only a minimal amount of micro-
wave was reflected back to the sample. The warm water load was
circulated through the cooling tower to reduce the temperature in
the water load system. The rectangular cement paste sample was
arranged perpendicular to direction of irradiation via a rectangular
waveguide. During the experiment, output of magnetron was ad-
justed at specified power (1000 W). The powers of incident, re-
flected, and transmitted waves were measured by a wattmeter us-
ing a directional coupler.

The temperature distributions within the cement paste sample
were measured using fiber optic sensor (LUXTRON Fluroptic
Thermometer, Model 790, accurate to =0.5°C) (measured in
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Fig. 1 Schematic of experimental facility: (a) equipment
setup; (b) microwave measuring system
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Fig. 2 Distribution of the electric field for TE,;, mode in a wave-
guide of dimensions a and b

symmetrical plane). An infrared camera was used to detect the
temperature distribution at the surface of samples (x-z plane).

3 Analysis of Microwave Heating Using a Rectangular
Waveguide

3.1 Physical Model. In our case, the fundamental mode, that
is TEj, is considered. Since microwave of TE;; mode, which
propagates in rectangular waveguide, is uniform in the
y-direction, the three-dimensional electromagnetic field can be re-
duced to two-dimensional model on x-z plane (Fig. 2). Corre-
sponding to electromagnetic field, temperature fields also can be
considered in two-dimensional model. Figure 3 shows the physi-
cal model for the microwave heating of cement paste using rect-
angular waveguide. The model proposed is based on the following
assumptions.

1. The absorption of microwave by air in rectangular wave-
guide is negligible.

2. The walls of rectangular waveguide are perfect conductors.

3. All materials, especially the cement paste samples, are non-
magnetic.

0 Microwave Generstor x=I[r
Absorbing B.C.

> X

Micro Wave

\ /'
Perfectly Conducling Walls

aT
-0
S oz

Dielectric Material Ao gz -0

UEN

Absorbing B.C.

Fig. 3 Physical model
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4. The effective dielectric loss factor and the effective loss tan-
gent coefficient are assumed to vary with temperature during
the heating process.

5. The effect of the sample container on the electromagnetic
and temperature fields can be neglected.

6. The overall heating time is fast, and the moisture content is
treated as constant throughout the numerical calculation of
microwave heating process.

3.2 Maxwell’s Equations. Under the assumption that micro-
wave mode is TEy,, the governing equations for the electromag-
netic field can be written in terms of the component notations of
electric and magnetic field intensities [11]:

JE oH
Y-, X 1
a @
JE oH
= _-_ 2z 2
Py (2)
oH, oH JE
(—Z——X> =oE, +e—} 3
ox Jz at

where E and H denote electric field intensity and magnetic field
intensity, respectively. Subscripts X, y, and z represent x, y, and z
components of vectors, respectively. Furthermore, permittivity or
dielectric constant &, magnetic permeability w, and electric con-
ductivity o are given by

o=2mufetan (4)

£=¢g9&, M= Mg

In addition, if magnetic effects are negligible, which is true for
most dielectric materials used in microwave heating applications,
the magnetic permeability (u) is well approximated by its value
Mo in the free space.

Corresponding to the physical model, as shown in Fig. 3,
boundary conditions can be given as follows.

(@)  Perfectly conducting boundaries. Boundary conditions on
the inner wall surface of a rectangular waveguide are
given by using Faraday’s law and Gauss theorem:

E,=0, H,=0 (5)

(b)  Continuity boundary condition. Boundary conditions

along the interface between different materials, for ex-

ample, between air and dielectric material surfaces, are
given by using Ampere’s law and Gauss theorem:

EtzEt’: thHt,: DnzD;’p anqu (6)

(c) Absorbing boundary condition. At both ends of the rect-
angular waveguide, the first order absorbing conditions is
applied:

JE JE
Sz a2 )
ot /4

Here, the symbol =+ represents forward or backward
waves and v is the phase velocity of the microwave.

(d) Oscillation of the electric and magnetic field intensities
by magnetron. Incident wave due to magnetron is given
by the following equations:

L[ XL
Ey:Eyinsm(L—)sm(wat), H,
X

E .
= sin(lx>sin(2wft) 8)
z T\ L,

Zy is the wave impedance defined as
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The power flux associated with a propagating electro-
magnetic wave is represented by the Poynting vector:

S=3Re(E X H*) (10)

The Poynting theorem allows the evaluation of the mi-
crowave power input. It is expressed as

A
Pin:f S-dA=-—E2,
. 4z,

(11)

3.3 Heat Transport Equation. The temperature of cement
paste exposed to incident wave is obtained by solving the heat
transport equation with the microwave power included as a local
electromagnetic heat generation term:

ar <a2T aZT) Q
_= —_— | —
at w o) p-C,
where T is the temperature, a is the thermal diffusivity, p is the
density, and C,, is the heat capacity at constant pressure. The local
electromagnetic heat generation term Q directly depends on the
electric field distribution defined as

Q=2 f- & &dtan HE; (13)

The initial condition of heating process is defined as T=Tj at t
=0. The boundary conditions for solving heat transport equation
are shown in Fig. 3.

(12)

3.4 Dielectric Properties. In order to determine the func-
tional temperature dependence of dielectric properties of cement
paste, the theory surrounding mixing formulas is used throughout
in this study. The volume fraction of water liquid and solid par-
ticle is considered as follows:

(T) = (&/(T) - jey(T)) (14)
where
&/(T) = ¢ep(T) + (1= dley, (15)
e/(T) = ¢ (T) + (1 - ey, (16)
The effective loss tangent coefficient can be rewritten as
e!(T)
tan 8(T) = — (17)
er(T)

According to the above equations, the dielectric properties of lig-
uid water are taken directly from Ref. [26] depend on temperature
and those of solid particle (cement) are taken to be constant (see
Table 3). According to the dielectric properties of materials, the
penetration depth where the dissipated power is reduced to 1/e of
the power entering the surface can be calculated by

= Y (18)
27t [g](V1+ (tan 6)?-1)
v 2

4 Numerical Technique

In order to predict the electromagnetic field, a finite difference
time domain (FDTD) method is applied. In this study, the leapfrog
scheme is applied to set of Maxwell’s equations. The electric field
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Fig. 4 Grid system configuration

vector components are offset one-half cell in the direction of their
corresponding components, while the magnetic field vector com-
ponents are offset one-half cell in each direction orthogonal to
their corresponding components. The electric field and magnetic
field are evaluated at alternative half time steps. For TE mode, the
electric and magnetic field components are expressed in the total
field FDTD equations as [11]

_ o(i,KAt
T 26K 1 At
B0 = oAty W A ek
14 QL0AL 14 2L0AL
2¢&(i,k) 2¢e(i,k)
oo (HYY230 + 1/2,k) - HY7Y2(i - 1/2,k))
AX
, (R k 1/2)A— HI 25 k - 1/2))} )
z

HIY2(30k + 1/2) = HI7V2(3i k + 1/2)
LA Ep(i,k+ 1) — ED(i,k)
wli,k+1/2) Az

(20)
HY2(+ 1/2,k) = Hy™V%(i + 1/2,k)

_ At Ey(i + 1,k) — Ey(i,k)
u(i+1/2,k) AX

(21)

Furthermore, the heat transport equation (Eq. (12)) is solved by
the finite difference method. The spatial and the temporal terms
are approximated using finite difference equations for electromag-
netic field and temperature field. Spatially, as shown in Fig. 4,
Egs. (21)-(23) and discretized heat transport equation are solved
on this grid system. The choice of spatial and temporal resolutions
is motivated by reasons of stability and accuracy [27-29].

To ensure stability of the time-stepping algorithm, At must be
chosen to satisfy the Courant stability condition:

At (22)
v
and the spatial resolution of each cell is defined as
A
Ax,Az= —% (23)

10Ve,

Corresponding to Egs. (22) and (23), the calculation conditions
are as follows.
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Table 2 Microwave power and electric field intensity relations
in rectangular waveguide (1000 W)

Frequency (GHz) Electric field intensity (V/m)

1.50 25,000
2.45 17,500
5.00 16,200

Table 4 The ratio of penetration depth (Eq.

(1) To ensure that each wavelength of the microwave in the
computational domain for a frequency of 2.45 GHz has
more than ten subdivisions in the numerical calculation, the
computational domain is conservatively set such that the
spatial resolution of each cell is Ax:Azsxmg/lods,
~1.0 mm. Thus, the total of 110250 cells in computa-
tional domain were used in the numerical calculation.

(2) As the propagating velocity of microwave is very fast com-
pared with the rate of heat transfer, the different time steps
of dt=1 ps and 1 s are used for the computation of the
electromagnetic field and temperature field, respectively.
The spatial step size is dx=dz=1 mm.

(3) The number of grid (N) is 110 (width) X250 (length).

(4) The8iteration procedure stops if relative errors are less than
107°.

5 The Iterative Computational Schemes

Since the dielectric properties of cement paste are temperature
dependent, it is necessary to consider the coupling between elec-
tric field and temperature field in order to understand the influence
of electromagnetic field on microwave heating realistically. For
this reason, the iterative computational schemes are required to
solve coupled nonlinear Maxwell’s equations and heat transport
equations.

The computational scheme is to first compute a local heat gen-
eration term by running an electromagnetic calculation with uni-
form properties, determined from initial temperature data. The
electromagnetic calculation is performed until sufficient period is
reached in which a representative average root-mean-square (rms)
of the electric field at each spatial point is obtained, typically
30,000 time steps. The microwave power absorption at each point
is computed and used to solve the time dependent temperature
field. Using these temperatures, new values of the dielectric prop-
erties are calculated and used to recalculate the electromagnetic
fields and microwave power absorption. All steps are repeated
until the required heating time is reached. The details of compu-
tational scheme and strategy are illustrated in Fig. 5.

Table 3 Thermal properties and dielectric properties

£0=8.85419X 1072 F/m  puu=4.0mXx107" H/m  ¢=0.38
£,=1.0 £p=19.7

Hra=1.0 Hrp=1.0 #a=1.0
tan 6,=0.0 tan 6,=0.29

pa=1.205 kg/m?®
Cpa=1.007 kI/kg K
\,=0.0262 W/m K

pp=2300 kg/m?
Cpp=0.650 ki/kg K
\p=0.87 W/mK

p=1000 kg/m?
Cp1=4.186 ki/kg K
\=0.610 W/m K

(18)) versus sample thickness (w/c=0.40)

Penetration depth (D)
/Sample thickness

Frequency Temperature Penetration depth
f (GHz) T (°C) g(T) tan &(T) D, (mm) D,/50 mm D,/80 mm
1.50 30 35.63 0.136 51.0 1.020 0.638
60 32.67 0.203 57.6 1.152 0.720
90 29.97 0.195 62.7 1.254 0.784
2.45 30 35.63 0.221 31.1 0.622 0.389
60 32.67 0.203 353 0.706 0.441
90 29.97 0.195 384 0.768 0.481
5.00 30 35.63 0.221 15.2 0.304 0.190
60 32.67 0.203 17.3 0.346 0.216
90 29.97 0.195 18.8 0.376 0.234
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Fig. 6 The electric field distribution (Case 1)

6 Results and Discussion

In this study, the cement paste samples with a fixed water/
cement ratio (w/c) of 0.4 and initial temperature of 25°C for all
cases are used for analysis. Since the overall heating time is fast,
the moisture content was treated as constant throughout the nu-
merical calculation of microwave heating process. The effective
dielectric loss factor and the effective loss tangent coefficient are
assumed to vary with temperature during the heating process (Egs.
(14)-(17)). The output of magnetron was adjusted at specified
power (1000 W) in all testing conditions. These powers can be
converted into electric field intensity by using Eq. (11), as shown
in Table 2. The thermal properties and dielectric properties are
directly taken from Table 3. Table 4 shows the ratio of penetration
depth (Eg. (18)) versus sample thickness, which can be used to
provide the guidelines for discussion on the different regimes
given in Figs. 11-18. In the microwave industry, only a few fre-
quencies are available. Currently, three frequencies of 1.5 GHz,
2.45 GHz, and 5 GHz have been selected. The predicted results
are then compared with experimental results for the microwave
heating of cement paste. The influences of microwave frequencies
and sample sizes on heating process are completely discussed in
detail.

6.1 The Electric Field Distribution. To understand the elec-
trical field distribution inside the rectangular waveguide and the
cement paste sample during microwave heating, the simulation
analysis is required. The simulations of the typical electric field of
TE;q mode along the center axis (x=54.61 mm) of rectangular
waveguide with fixed water and cement ratio (w/c) for various
heating conditions are presented as follows.

(1) Rectangular waveguide is empty; its dielectric constant is
unity (which corresponds to that of air) (Case 1).

(2) Rectangular waveguide is filled with cement paste sample
operating microwave frequency of 2.45 GHz (t=30s, P
=1000 W, and size=110 mm(x) X 50 mm(z)) (Case 2).

(3) Rectangular waveguide is filled with cement paste sample
operating microwave frequency of 2.45 GHz (t=30s, P
=1000 W, and size=110x 80 mm?) (Case 3).

(4) Rectangular waveguide is filled with cement paste sample
operating microwave frequency of 5 GHz (t=30s, P
=1000 W, and size=110x 50 mm?) (Case 4).

(5) Rectangular waveguide is filled with cement paste sample
operating microwave frequency of 1.5 GHz (t=30s, P
=1000 W, and size=100X 50 mm?) (Case 5).

Figure 6 shows the stationary wave inside the rectangular
waveguide with completely absorbed power at the end of the rect-
angular waveguide (Case 1). It is observed that the electric field
distribution displays a wavy behavior with almost uniform ampli-
tude along a rectangular waveguide without the sample.

Figures 7 and 8 show the electric field distribution inside a

082101-6 / Vol. 131, AUGUST 2009

rectangular waveguide when a sample of cement paste is inserted
in the rectangular waveguide during microwave heating with a
frequency of 2.45 GHz for Cases 2 and 3, respectively. Since
cement paste considered as a high lossy material (as compared

Cement paste
irf-  wic04 T Al
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Fig. 7 The electric field distribution (Case 2)
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Fig. 8 The electric field distribution (Case 3)
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Fig. 9 The electric field distribution (Case 4)
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Fig. 10 The electric field distribution (Case 5)

with other materials such as wood and food stuff) has a short
wavelength, which corresponds to a smaller penetration depth of
microwave in comparison to the depth of sample (Table 4), larger
part of microwaves is consequently absorbed by the sample. It is
observed from the figures that the resonance of standing wave
configuration inside the small sample (Case 2) is weak. Neverthe-
less, the resonance of standing wave configuration inside the large
sample (Case 3) is absent due to all part of microwaves, except
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Fig. 11 Temperature distribution (°C) at various heating times
(Case 2): (a) 20 s; (b) 40s; (c) 60 s
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Fig. 12 Microwave power absorbed (MW/m?) at various heat-
ing times (Case 2): (a) 20 s; (b) 40 s; (c) 60 s

the reflected wave from the upper surface of the sample that is
absorbed by the sample. Focusing attention of electric field pattern
inside the cavity (left hand side), a stronger standing wave with
large amplitude is formed by interference between the incident
and reflected waves from the surface of sample due to the differ-
ent dielectric properties of materials (air and sample) at this inter-
face. It is evident from the results that the electric field within the
sample attenuates owing to energy absorption, and thereafter the
absorbed energy is converted to the thermal energy, which in-
creases the sample temperature.

Figure 9 shows the electric field distribution when a sample of
cement paste is inserted in the rectangular waveguide during mi-
crowave heating with a frequency of 5 GHz (Case 4). Since mi-
crowave operating at a high frequency has a short wavelength,
which corresponds to a very small penetration depth in compari-
son to the depth of sample (Table 4), all microwaves, except the
reflected wave from the upper surface of the sample, are conse-
quently absorbed by the sample. It is found that the wave ampli-
tude diminishes when z is larger the 30 mm, which results in a
low microwave power absorbed. This phenomenon explains why
the electric field and therefore the microwave power absorbed are
the greatest at the surface exposed to incident microwaves and
decay exponentially along the propagating direction with a very
short wavelength. However, focusing attention of electric field

AUGUST 2009, Vol. 131 / 082101-7
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Fig. 13 Temperature distribution (°C) at various heating times
(Case 3): (a) 20 s; (b) 40 s, (c) 60 s

pattern inside the cavity (left hand side), a stronger standing wave
with large amplitude is formed by interference between the inci-
dent and reflected waves from the surface of sample.

Figure 10 shows the electric field distribution when a sample of
cement paste is inserted in the rectangular waveguide during mi-
crowave heating with a frequency of 1.5 GHz (Case 5). In this
case, since microwave operating at a low frequency has a long
wavelength, which corresponds to a larger penetration depth of
microwave in comparison to the depth of sample (Table 4), a large
part of microwaves are able to penetrate through the sample. The
reflected wave will occur on each interface, air (cavity) to upper
surface and lower surface of sample to air (cavity). The reflection
and transmission components at each interface will contribute to
the resonance of standing wave configuration inside the sample
and give rise to a microwave absorption peak further from the
surface exposed to incident microwaves.

6.2 Temperature Distribution. The predictions of tempera-
ture and microwave power absorbed distributions for microwave
heating of cement paste are shown in Figs. 11-20 and Fig. 22. The
heating conditions correspond to Case 2, Case 3, Case 4, and Case
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Fig. 14 Microwave power absorbed (MW/m?%) at various heat-
ing times (Case 3): (a) 20 s; (b) 40 s; (c) 60 s

5 as explained in the previous section.

For microwave heating of cement paste with microwave fre-
quency of 2.45 GHz (Case 2), the predictions of temperature dis-
tribution are shown in Fig. 11. The temperature distributions cor-
respond to the electric field distribution in the sample. This is
because the electric field within the sample attenuates owing to
energy absorption, and thereafter the absorbed energy is converted
to the thermal energy, which increases the sample temperature. It
is observed that the temperature distributions within the sample
display a weak wavy behavior because the penetration depth of
microwave drops dramatically and the wavelength is short. Since
the reflected wave from the lower surface of the sample is almost
negligible, a weak standing wave or resonance is formed within
the sample. Therefore, the microwave power absorbed decreases
sharply to a small value along the propagating direction (Fig. 12).
Similar to the microwave power absorbed, the temperature distri-
bution significantly varies from the maximum temperature to the
minimum temperature in a short distance. The temperature distri-
butions are shown for t=20 s, 40 s, and 60 s. The maximum tem-
perature within the sample is approximately 129°C at t=60 s.

For microwave heating of cement paste with a large dimension
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Fig. 15 Temperature distribution (°C) at various heating times
(Case 4): (a) 20 s; (b) 40 s; (c) 60 s

(Case 3), the predictions of temperature distribution and micro-
wave power absorbed are shown in Figs. 13 and 14, respectively.
In contrast to that case of a small sample size (Case 2), the wavy
behavior within the sample is totally absent due to the negligible
reflected wave from the lower surface of the sample. No standing
wave or resonance is formed within the sample. This figure high-
lights that the larger sample has different heating characteristics in
comparison with the smaller sample. The maximum power ab-
sorbed and maximum temperatures are lower as compared with
Case 2 (Figs. 11 and 12). This is because the presence of the
resonance has a substantial effect on the shape of the transient
temperature distribution as well as microwave power absorbed.
The temperature distributions are shown for t=20s, 40 s, and
60 s. The maximum temperature within the sample is approxi-
mately 103°C at t=60 s.

For microwave heating of cement paste with microwave fre-
quency of 5 GHz (Case 4), the predictions of temperature distri-
butions are shown in Fig. 15. The temperature and microwave
power absorbed distributions correspond to the electric field dis-
tribution in the sample (Fig. 9). It is observed that the wavy be-
havior of the temperature distributions within the sample is absent
and it is totally different from those cases of smaller microwave
frequency. This is because the reflected wave from the lower sur-
face of the sample is negligible, and no standing wave or reso-
nance is formed within the sample. Therefore, all microwaves,
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Fig. 16 Microwave power absorbed (MW/m?3) at various heat-
ing times (Case 4): (a) 20 s; (b) 40 s; (c) 60 s

except the reflected wave from the upper surface of the sample,
are absorbed by the sample (Fig. 16). This phenomenon explains
why the electric field and therefore the microwave power ab-
sorbed are the greatest at the surface exposed to incident micro-
waves and decay exponentially along the propagating direction
with a very short wavelength, resulting in a thinner thermally
stratified layer. In addition, the temperature distribution varies sig-
nificantly from the maximum temperature to the minimum tem-
perature in a short distance and, after z>25 mm, the temperature
distributions are almost unchanged within heating time of 20 s.

It is evident from the figure that there is only one peak appear-
ing on the temperature distribution for this case. The maximum
temperature within the sample is approximately 113°C at t
=60 s.

For microwave heating of cement paste with a microwave fre-
quency of 1.5 GHz (Case 5), the temperature profile within the
sample (Fig. 17) displays a strong wavy behavior corresponding
to the resonance of electric field (Fig. 10). This is because the
electric field within the sample attenuates owing to energy absorp-
tion, and thereafter the absorbed energy is converted to the ther-
mal energy, which increases the sample temperature. It is found
that the temperatures decay slowly with a strong wavy behavior
along the propagation direction following the absorption of micro-
wave (Fig. 18).

Figures 19 and 20 show the predicted results and the experi-
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Fig. 17 Temperature distribution (°C) at various heating times
(Case 5): (a) 20 s; (b) 40 s; (c) 60 s

mental results (measured in symmetrical plane) of temperature
distribution within the cement paste along with the horizontal axis
of rectangular waveguide (z=5 mm) with different sample thick-
nesses (50 mm and 80 mm), which corresponds to the initial tem-
perature of 25°C, microwave power level of 1000 W, and fre-
quency of 2.45 GHz. The result shows the greatest temperature in
the center of wood sample with the temperature decreasing toward
the sidewalls of the sample. This phenomenon occurs because the
TE, field pattern displays a maximum electric field at the center
of waveguide. It is shown that the predicted results agree well
with the experimental result for the microwave heating of cement
paste.

The prediction of temperature from mathematical model is
compared with experimental data measured by infrared camera for
microwave heating of cement paste, as shown in Fig. 21. It is
shown that the predicted result agrees well with the experimental
result for the microwave heating of cement paste particularly, the
hot spot region. From the result, the capability of the mathemati-
cal model to correctly handle the field variations is shown. With
further quantitative validation of the mathematical model, it is
clear that the model can be used as an effective tool for investi-
gating in detail this particular microwave heating of cement paste
samples at a fundamental level.
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Fig. 18 Microwave power absorbed (MW/m?) at various heat-
ing times (Case 5): (a) 20 s; (b) 40 s; (c) 60 s

7 Conclusions

The numerical analysis presented in this paper describes many
important interactions within cement paste samples during micro-
wave heating using a rectangular waveguide. The following para-
graph summarizes the conclusions of this study.

(1) A generalized mathematical model for microwave heating
of cement paste is proposed. It is used successfully to de-
scribe the heating phenomena under various conditions.

(2) The effects of irradiation times, working frequencies, and
sample size on the microwave power absorbed and heating
pattern that are developed within cement paste samples are
clarified in detail. It can be concluded that the temperature
distributions along the propagating wave show nonevidence
of wavy behavior for Cases 3 and 4, which is inconsistent
with what was exhibited for Cases 2 and 5. This result
highlights that the working frequencies and sample size
have significant effect on the heating characteristics. The
simulated results for the temperature distributions within
the cement paste samples rate are in agreement with experi-
mental results. Figure 22 shows the generalized heating
characteristics for Cases 2, 3, 4, and 5 for cement paste
samples. The typical heating characteristics may be useful
to provide guidance for optimal microwave processing of
dielectric materials.

Transactions of the ASME



140

120
o 100
Ll
v
g 80
%’_ 60
= 40

20

0 1 1 L]

0 275 55 82.5 110
x direction (mm)

Fig. 19 Temperature distribution in cement paste along horizontal axis (z
=50 mm) (P=1000 W, f=2.45 GHz, size=110 mm (x) X 50 mm(z))

120
—0s
100 - O Experiment _:g §
—40s
g 80 - . ~ —60s
“ a4
» N
g 40 O
20
0 - . .
0 27.5 55 82.5 110
X direction (mm)

Fig. 20 Temperature distribution in cement paste along horizontal axis (z
=50 mm) (P=1000 W, f=2.45 GHz, size=110 mm (x) X 80 mm(z))

perature
129

122 Acknowledgment
:&g The authors are pleased to acknowledge Thailand Research
103 Fund (TRF) for supporting this research work. The authors are
96 also pleased to acknowledge Entech Associate Co., Ltd (Thailand)
gg and Infra Tec GmbH (Germany) for providing thermographic
76 measurement system.

70
63
57
= Nomenclature

43

37 A = area (m?)

magnetic flux density (Wb/m?)

specific heat capacity (J/kg K)

electric flux density (C/m?)

electric field intensity (V/m)

frequency of incident wave (Hz)

magnetic field intensity (A/m)

power (W)

= local electromagnetic heat generation term
(W/m3)

= temperature (C)

= time (s)

tan & = loss tangent coefficient

Fig. 21 The comparison of temperature distribution (°C) in Zy = wave impedance (£2)
wood sample: (a) simulated result and (b) experimental result Z, = intrinsic impedance (Q)

(@

- = 'OUI—th-cOCU
Il

(b)

Journal of Heat Transfer AUGUST 2009, Vol. 131 / 082101-11



(a) Case 2

(b) Case 3

(c) Case 4

(d) Case 5

Temperature
Distribution

Microwave

W
L

A 4
W

-
[—

P
E 3

rates. A weak

is totally absent.

exposed surface.

Power
Absorbed
The optimal Heating pattem is Heating pattem is Heating pattem is
sample size and not influenced by not influenced by influenced by
microwave resonance. The resonance and resonance. The
frequency causes | wavy behavior greater temperature | strong wavy
Conclusions | greater heating within the sample | takes place near the | behavior within the

sample is formed.

wavy behavior
within the sample
is formed

The wavy behavior
within the sample
is totally absent.

Fig. 22 The heating characteristics for various heating conditions due to
microwave energy for (a) case 2, (b) case 3, (c) case 4, (d) case 5. The
darker shaded region represents the hot spot.

Greek Letters
e = permittivity (F/m)

porosity

= wavelength (m)

magnetic permeability (H/m)

velocity of propagation (m/s)

density (kg/m?3)

electric conductivity (S/m)

= angular frequency (rad/s)

€ 9o e® >
Il

Subscripts

= air phase

= liquid phase

= solid phase

= relative

= coordinates

= free space, initial condition

References

[1] Ayappa, K. G., Davis, H. T., Crapiste, G., Davis, E. A., and Gordon, J., 1991,
“Microwave Heating: An Evaluation of Power,” Chem. Eng. Sci., 46, pp.
1005-1016.

[2] Ayappa, K. G., Davis, H. T., Davis, E. A., and Gordon, J., 1992, “Two-
Dimensional Finite Element Analysis of Microwave Heating,” AIChE J., 38,
pp. 1577-1592.

[3] Saltiel, C., and Datta, A., 1997, “Heat and Mass Transfer in Microwave Pro-
cessing,” Adv. Heat Transfer, 30, pp. 1-94.

[4] Tada, S., Echigo, R., Kuno, Y., and Yoshida, H., 1998, “Numerical Analysis of
Electromagnetic Wave in Partially Loaded Microwave applicator,” Int. J. Heat
Mass Transfer, 41, pp. 709-718.

[5] Ratanadecho, P., Aoki, K., and Akahori, M., 2001, “A numerical and Experi-
mental Study of Microwave Drying Using a Rectangular Wave Guide,” Drying
Technol., 19, pp. 2209-2234.

[6] Ratanadecho, P., Aoki, K., and Akahori, M., 2002, “Influence of Irradiation
Time, Particle Sizes and Initial Moisture Content During Microwave Drying of
Multi-Layered Capillary Porous Materials,” ASME J. Heat Transfer, 124, pp.
151-161.

[7] Ratanadecho, P., Aoki, K., and Akahori, M., 2002, “Experimental Validation of
a Combined Electromanetic and Thermal Model for a Microwave Heating of
Multi-Layered Materials Using a Rectangular Wave Guide,” ASME J. Heat
Transfer, 124(5), pp. 992-996.

[8] Basak, T., 2003, “Analysis of Resonances During Microwave Thawing of
Slabs,” Int. J. Heat Mass Transfer, 46, pp. 4279-4301.

[9] Basak, T., 2004, “Role of Resonances on Microwave Heating of Oil-Water
Emulsions,” AIChE J., 50, pp. 2659-2675.

[10] Akkari, E., Chevallier, S., and Boillereaux, L., 2005, “A 2D Non-Linear
“Grey-Box” Model Dedicated to Microwave Thawing: Theoretical and Experi-
mental Investigation,” Comput. Chem. Eng., 30(2), pp. 321-328.

[11] Ratanadecho, P., Aoki, K., and Akahori, M., 2002, “A Numerical and Experi-

082101-12 / Vol. 131, AUGUST 2009

mental Investigation of the Modeling of Microwave Heating for Liquid Using
a Rectangular Wave Guide (Effect of Natural convection and Electrical Con-
ductivity),” J. Turbomach., 26(3), pp. 449-472.

[12] Watson, A., 1968, “Curing of Concrete,” Microwave Power Engineering, E. C.
Okress, ed., Academic, New York.

[13] Delia, G. B., Lai, S., and Pinna, M., 1994, “Microwaves for the Hyper-
Accelerated Curing of Concretes,” Betonwerk Fertigteil-Tech./Concrete Pre-
casting Plant and Technology, 60(12), pp. 87-93.

[14] Dongxu, L., and Xuequan, W., 1993, “A Study on the Application of Vacuum
Microwave Composite Dewatering Technique in Concrete Engineering,” Cem.
Concr. Res., 24, pp. 159-164.

[15] Hutchison, J. T., Chang, H. M., Jennings, H. M., and Brodwin, M. E., 1991,
“Thermal Acceleration of Portland Cement Mortars With Microwave Energy,”
Cem. Concr. Res., 21, pp. 795-799.

[16] Leung, C. K., and Pheeraphan, T., 1995, “Very High Early Strength of Micro-
wave Cured Concrete,” Cem. Concr. Res., 251(1), pp. 136-146.

[17] Leung, C. K., and Peeraphan, T., 1995, “Microwave Curing of Portland Ce-
ment Concrete: Experimental Results and Feasibility for Practical Applica-
tions,” Constr. Build. Mater., 9(2), 67-73.

[18] Li, W.,, Ebadian, M. A., White, T. L., and Grubb, R. G., 1993, “Heat Transfer
Within a Concrete Slab Applying the Microwave Decontamination Process,”
ASME J. Heat Transfer, 115, pp. 42-50.

[19] Mak, S. L., Sagoe-Crentsil, K. K., Taylor, A. H., and Ritchie, D., 1995, “Ap-
plication of Microwave-Accelerated Processing in Cement and Concrete Tech-
nology,” Proceedings of 20th Conference on Our World in Concrete and Struc-
tures, Vol. 15, C. T. Tan, ed., Otani, Singapore, Mar. 23-25, pp. 117-120.

[20] Mak, S. L., Shapiro, O., and Son, T., 1998, “Accelerated Heating of Concrete
With Microwave Curing,” Proceedings of the Fourth CANMET/ACI/JCI Inter-
national Conference on Recent Advances in Concrete Technology, Tokoshima,
Japan, Jun. 7-11, pp. 531-542.

[21] Wu, X., Dong, L., and Tang, M., 1987, “Microwave Curing Technique in
Concrete Manufacture,” Cem. Concr. Res., 17, pp. 205-210.

[22] Perre, P., and Turner, W., 1997, “Microwave Drying of Softwood in an Over-
sized Waveguide,” AIChE J., 43, pp. 2579-2595.

[23] Zhao, H., and Turner, I. W., 2000, “The Use of a Coupled Computational
Model for Studying the Microwave Heating of Wood,” J. Turbomach., 24, pp.
183-197.

[24] Rattanadecho, P., 2006, “The Simulation of Microwave Heating of Wood Us-
ing a Rectangular Wave Guide (Influence of Frequency and Sample Size),”
Chem. Eng. Sci., 61(14), pp. 4571-4581.

[25] American Society for Testing and Materials, 2006, Annual Book of ASTM
Standard Vol. 4, No. 02, Philadephia PA.

[26] Von Hippel, A. R., 1954, Dielectric Materials and Applications, MIT, Boston.

[27] Mak, S. L., Banks, R. W., Ritchie, D. J., and Shapiro, G., 2002, “Advances in
Microwave Curing of Concrete,” Fourth World Congress on Microwave &
Radio Frequency Applications, Sydney, Australia, Sept. 22-26.

[28] Rattanadecho, P., 2004, “The Theoretical and Experimental Investigation of
Microwave Thawing of Frozen Layer Using Microwave Oven (Effects of Lay-
ered Configurations and Layered Thickness),” Int. J. Heat Mass Transfer, 47,
pp. 937-945.

[29] Rattanadecho, P., Suwannapum, N., Chatveera, B., Atong, D., and Makul, N.,
2008, “Development of Compressive Strength of Cement, Paste Under Accel-
erated Curing by Using a Continuous Microwave Belt Drier,” Mater. Sci. Eng.,
A, 472, pp. 299-307.

Transactions of the ASME



Andrew J. Onstad’

e-mail: aonstad@stanford.edu
Christopher J. Elkins
Robert J. Moffat
John K. Eaton

Department of Mechanical Engineering,
Stanford University,
Stanford, CA 94305

Full-Field Flow Measurements
and Heat Transfer of a Compact
Jet Impingement Array With
Local Extraction of Spent Fluid

Jet impingement cooling is widely used due to the very high heat transfer coefficients that
are attainable. Both single and multiple jet systems can be used, however, multiple jet
systems offer higher and more uniform heat transfer. A staggered array of 8.46 mm
diameter impingement jets with jet-to-jet spacing of 2.34 D was examined where the spent
fluid is extracted through one of six 7.36 mm diameter extraction holes regularly located
around each jet. The array had an extraction area ratio (A¢/Aje) of 2.23 locally and was
tested with a jet-to-target spacing (H/D) of 1.18 jet diameters. Magnetic resonance
velocimetry was used to both quantify and visualize the three dimensional flow field
inside the cooling cavity at jet Reynolds numbers of 2600 and 5300. The spatially aver-
aged velocity measurements showed a smooth transition is possible from the impingement
jet to the extraction hole without the presence of large vortical structures. Mean Nusselt
number measurements were made over a jet Reynolds number range of 2000-10,000.
Nusselt numbers near 75 were measured at the highest Reynolds number with an esti-
mated uncertainty of 7%. Large mass flow rate per unit heat transfer area ratios were
required because of the small jet-to-jet spacing. [DOI: 10.1115/1.3109991]

Keywords: jet impingement cooling, heat transfer, magnetic resonance velocimetry,

spent fluid

1 Introduction

Jet impingement cooling is widely used in applications ranging
from paper manufacturing to the cooling of gas turbine blades
because of the very high local heat transfer coefficients that are
possible. Recently, interest has grown in the use of impingement
cooling for high power electronics. While the use of single jet
impingement results in nonuniform cooling, higher and more uni-
form mean heat transfer coefficients may be attained by dividing
the total cooling flow among an array of smaller jets. Problems
arise because the fluid, which has already impacted the target
surface, or the “spent” fluid, from the central jets in the array
interacts with the array’s outer jets producing a situation referred
to as crossflow. The development of crossflow will reduce the
outer jet’s cooling ability, decreasing the average heat transfer
coefficient for the entire array. Kercher and Tabakoff [1] proposed
a mean Nusselt number correlation for arrays of jets as a function
of the Reynolds number, hole geometry, and the effect of spent
fluid. Their analysis, however, involved graphical determination
of the correlation coefficients. Florschuetz et al. [2] proposed an-
other correlation in 1981 for both staggered and inline jet arrays.
This correlation was of similar form to that of Kercher and Taba-
koff [1], yet it included a parameter to account for the effect of
crossflow.

The degradation of heat transfer due to crossflow is avoided in
impingement cooled turbine blades by removing the spent fluid
from the cooling cavity through film cooling holes located in the
cooled target surface as shown in Fig. 1(a). This approach is not
feasible in most other cooling applications including electronics
cooling.

In this paper, an alternative approach is examined where the
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spent fluid is removed locally to a plenum through extraction
holes placed on the same surface as the exit of the impingement
jets as shown in Fig. 1(b).

There is a large database of literature encompassing over 50
years of research on impingement heat transfer. In addition, sev-
eral reviews exist examining both single and multiple jet impinge-
ments: most notably Martin [3], followed by Downs and James
[4], Jambunathan et al. [5], Viskanta [6], and Han and Goldstein
[7]. Although a large amount of literature does exist on both single
and multiple jet impingements, relatively little published research
has been done regarding multiple jet impingement with local ex-
traction of the spent air.

Hollworth and co-workers [8,9] used thermocouples to examine
the removal of spent fluid through holes located on an isothermal
target surface similar to the gas turbine blade geometry shown in
Fig. 1(a). They found by using the exhaust holes that they could
increase the average heat transfer rate by 20-30% over the same
array of impingement jets with no local extraction. Using a similar
geometry, Rhee et al. [10] examined the effect of the exhaust hole
pattern on the target surface using a naphthalene sublimation
method. They concluded the geometric configuration with the
largest ratio of exhaust area to jet area (Aq/Aje) consistently
achieved higher heat transfer coefficients at every separation dis-
tance (H/D) tested.

The second possible location for the exhaust holes is on the
surface of the impingement jet exit (Fig. 1(b)). In 1994, Huber and
Viskanta [11] examined the effect of separation distance (H/D) on
this type of geometry by a thermochromic liquid crystal tech-
nique. The average heat transfer rate for a square array was found
to increase approximately 10% over an array with no local extrac-
tion for small separation distances (0.25=H/D=1). Although
their heat transfer rates were similar for an extracted and a non-
extracted array near H/D=1, they conceded that increased heat
transfer would be expected at separation distances less than 2
(H/D=2) for larger arrays where crossflow will develop. Rhee
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Fig. 1 Two different types of impingement cooling with local extraction of spent fluid

et al. [12] also studied the effects of separation distance on a
staggered geometry in 2003 by naphthalene sublimation. They
found for separation distances less than 2 that the average trans-
port coefficient increased when local extraction was implemented.
They reported a 20% increase in mean transport at H/D=1, and
nearly a 60% increase at H/D=0.5. The effect of jet-to-jet spacing
on local and mean transport coefficients was also studied by Hu-
ber and Viskanta [13]. They found the mean transport coefficient
increased with decreasing jet-to-jet spacing for the three configu-
rations tested (Z,/D=4,6,8) although the smallest spacing re-
quired the greatest mass flow rate at the same Reynolds number.

Very high heat flux electronics cooling applications are likely to
require impingement geometries, which are very compact thereby
increasing the array’s overall ability to carry away heat. This can
be accomplished by reducing the interjet spacing (Z,/D), which
maximizes the number of jets impacting the target surface. The
geometry studied by Rhee et al. [12] had an interjet spacing of 6,
which is too large for high heat flux applications. Huber and Vis-
kanta [11,13] studied the effect of jet-to-jet spacing, however,
their study stopped at Z,/D=4.

The performance of very compact arrays with small jet-to-jet
spacing is expected to be significantly degraded by crossflow.
Thus a geometry, which incorporates local extraction with a large
exhaust area ratio (A¢/Aj), is preferred to maintain a high aver-
age transport coefficient. With this in mind, the purpose of this
research is to experimentally visualize and quantify the mean flow
field of a compact impingement geometry (Z,/D=2.34) with local
extraction on the impingement plane (A./A;=2.23) by way of
magnetic resonance velocimetry (MRV). The average convective
heat transfer coefficient is also measured in the same flow geom-
etry as a function of the jet Reynolds number ranging from Rep
=2000 to Rep=10,000.

2 Experimental Apparatus and Techniques

2.1 Description of Geometry. The present injection and ex-
traction hole geometries are illustrated in Fig. 2. The working
fluid is injected through a staggered array of 36 8.46 mm diameter
injection holes with a jet-to-jet spacing of 2.34 diameters (Z,,/D
=2.34). Around each interior injection hole are 6 regularly spaced
7.29 mm diameter extraction holes giving a ratio of exhaust area
to jet area of 2.23 (A./Aj=2.23) when calculated on a repeating
unit cell. This hole geometry allows for local extraction in the
geometric center between any two adjacent injection holes in the
array. A target distance of 1.18 injection diameters was used
(H/D=1.18).

The apparatus consists of three major components: inlet mani-
fold, impingement array, and extraction plenum. Figure 3(a) illus-
trates the entire geometry where the working fluid enters from a
0.5 m long and 50.8 mm diameter development pipe into the inlet
manifold. The inlet manifold serves two purposes. First, it
changes the 50.8 mm diameter circular cross section to a square
(152 152 mm?) cross section. Second, the manifold serves to
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turn the flow 90 deg and distribute the flow across the injection
array. To create a uniform flow distribution, the upper wall of the
manifold is tapered, as shown in Fig. 3(b). The idea is that a
uniform pressure distribution is established along the tapered wall
resulting in a uniform flow distribution across the entire array of
injection holes, which lie directly under the inlet manifold. Upon
entering the injection holes, the flow travels 28.6 mm through the
extraction manifold in individual tubes exiting in the cooling cav-
ity as an array of jets. Figure 4 schematically illustrates how the
jets pass through the extraction plenum into the cooling cavity.
The jets impinge on the target surface producing a primary stag-
nation zone under each jet. As a consequence of the stagnation,
the flow turns away from the jet centerline producing an axisym-
metric radial wall jet. This wall jet then interacts with the wall jets
from the adjacent impingement jets in the array resulting in a
secondary annular stagnation region on the target surface sur-
rounding each impingement jet. The stagnation pressure in this
region pushes the fluid up and through the extraction holes located
between the injection holes into the extraction plenum. In this
plenum, the extracted fluid then flows around the cylindrical tubes
of the impingement jets and makes its way to one of four 25.4 mm
diameter tubes located at the corners of the plenum. These four
extraction tubes converge and the working fluid is exhausted
through a 31.8 mm diameter tube.

2.2 Magnetic Resonance Velocimetry. MRV was used to
measure the 3D mean velocity field within an array of staggered
impingement jets with local extraction. MRV is a noninvasive
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Fig. 2 View of the jet impingement geometry from the jet im-
pingement exit plane. The geometry is a staggered array of 36
8.46 mm diameter injection holes surrounded by 6 7.29 mm
diameter extraction holes.
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Fig. 4 Cross section of the jet impingement geometry. The im-
pinging jets pass in tubes through the extraction plenum strik-
ing the target surface creating primary stagnation regions. The
fluid turns radially outward and interacts with adjacent jets cre-
ating a secondary stagnation zone. The fluid is then exhausted
through spent fluid holes into the extraction plenum.

Thermocouple Locations

/

experimental technique, which makes use of the nuclear magnetic
resonance (NMR) properties of hydrogen atoms bound in water.
The technique is capable of measuring the three-component mean
velocity field inside of complex geometries without the use of
flow tracers or requiring optical access [14].

The impingement apparatus was manufactured by stereolithog-
raphy (SLA) to facilitate measurements in a 1.5T General Electric
Signa CV/i magnetic resonance imaging (MRI) system. Water was
used as the working fluid. To increase the water’s signal strength,
a gadolinium-based contrast agent (Omniscan, Nycomed, Inc.,
Zurich, Switzerland) was added at 0.5% concentration. A centrifu-
gal pump (TE-6MD-HC, Little Giant, Oklahoma City, OK)
moved the water from a large holding tank through the impinge-
ment apparatus, located inside the magnet bore, and back to the
tank where the volume flow rate was measured by a paddle wheel
flow meter with estimated uncertainty of 4%. The experimental
setup is restricted due to the MRI’s large magnetic field and its
sensitivity to radio frequency (RF) noise. The pump was placed
approximately 3 m from the magnet, and no metallic parts were
used in the flow loop. The MR images were checked and found to
have negligible RF noise produced by the pump.

The mean velocity field was determined by averaging 16 sepa-
rate experiments at Rep=2600 (37.5+1.5 I/min) and Rep
=5300 (76 =3 1/min). The measurements were taken with an im-
aging volume of 240 X 64 X 240 mm? (x,y,z) and a spatial reso-
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Fig. 5 Cross-sectional view of the heat transfer surface
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lution of approximately 1 mmq. Based on previous studies by the
authors, the maximum uncertainty in individual mean velocity
vector measurements is less than 10% [15].

2.3 Average Heat Transfer. Average heat transfer measure-
ments were carried out on the same flow geometry with the addi-
tion of a heat transfer surface used to supply a constant wall
temperature at the target surface plane (y=0). The heat transfer
surface (Fig. 5) consisted of a 76.2 X 76.2 X 2.4 mm® oxygen-free
high thermal conductivity (OFHC) copper plate mounted in a
Plexiglas frame. Five k-type thermocouples were epoxied into
holes drilled from the backside of the plate to 1.2 mm beneath the
target surface plane with high conductivity epoxy. One thermo-
couple was located in the center of the plate (x=0, z=0) and the
other four were in each of the four quadrants surrounding the
origin (x=*25.7 mm, z= *=24.8 mm). A kapton heater (Omega,
KH-303/10), fixed to a second OFHC copper plate measuring
72.4X72.4% 2.4 mm®, was attached to the back of the first cop-
per plate to supply the necessary heat flux to the heat transfer
surface. Power is supplied to the heater by a 110V variable AC
transformer. Heater voltage drop is measured by a digital multim-
eter (8842A, Fluke, Everett, WA) and the current measured using
a wattmeter (2101, Valhalla Scientific, San Diego, CA), which
measures both the transformer voltage and current, wired in series
with the load.

Air from a rotary screw compressor (SSR-XF-400, Ingersoll
Rand, Montvale, NJ) is used as the working fluid for the heat
transfer measurements and is fed from a large holding tank to the
test cell via the route shown in Fig. 6. The air passes through a
filter (F18-C00-A3DA, Norgren, Littleton, CO) and a pressure
regulator (R18-C00-RNXA, Norgen, Littleton, CO) before en-
countering two subsystems used to control the mainstream inlet
temperature. A chilled water shell-and-tube heat exchanger (1383,
CMS Heat Transfer Division Inc., Bohemia, NJ) was followed by
a series of pipe heaters (STB3A1J6, Watlow, Los Gatos, CA)
powered by a 110 V variable ac transformer. During operation, the
chilled water flow rate and the power to the heaters were con-
trolled to hold inlet temperature fluctuations to within =0.1°C of
the desired inlet temperature.

The air passed through a 0.5 m long and 50.8 mm diameter
development pipe and into the inlet manifold of the impingement
apparatus. The air inlet temperature T;, was measured immedi-
ately upstream of the inlet manifold by a 1.57 mm diameter k-type
thermocouple (KMQSS-062E-6, Omega Engineering, Stamford,
CT) immersed parallel to the flow. The air temperature was as-
sumed to be uniform at this inlet station because the flow passed
through several meters of isothermal supply pipe and multiple
flow turning and control elements. Upon leaving the impingement
apparatus the air exit temperature T, was measured with a simi-
lar k-type thermocouple immersed in the flow. The air mass flow
rate was then measured by one of two identical 52.5 mm bore
orifice plate meters plumbed in parallel. A combination of three
different square-edged orifice plates was used (19.05 mm, 25.40
mm, and 35.00 mm) to achieve a range of Reynolds numbers from
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Rep=2000 to Rep=10,000. Uncertainty in the mass flow rate and
Reynolds number were both estimated to be less than 0.5% based
on a 95% confidence interval using the method described by Kline
and McClintock [16].

At each Reynolds number tested, the inlet temperature was sta-
bilized to 23°C and power was supplied to the heat transfer sur-
face to raise the wall temperature 30°C above the inlet tempera-
ture. The wall temperature T, was determined by averaging the
five individual heat transfer surface thermocouples. During the
experiment, these five individual thermocouples were found to
deviate less than 0.5°C, thus the average was believed to be a
good representation of the mean wall temperature. Once steady,
50 temperature measurements were made at each thermocouple.
In order to accomplish these measurements, each thermocouple
was connected to a GPIB controlled multiplexor (3497A, Hewlett
Packard, Palo Alto, CA) where the voltage was read by a GPIB
controlled digital multimeter (8842A, Fluke, Everett, WA). Each
thermocouple measurement was referenced to an ice bath with an
assumed temperature of 0.01°C. The uncertainty in the tempera-
ture measurements, utilizing a 95% confidence interval, was ap-
proximated at =0.2°C.

The Nusselt number Nu in Eq. (1) was used to assess the heat
transfer performance of the impingement apparatus.

(q B qloss)D
Nuz — 9" QoD (1)
KairAnT(Twan = Tin)

The entire apparatus was wrapped in 25.4 mm of fiberglass
insulation to minimize heat losses. The heater power lost through
conduction, s in Eq. (1), was estimated by a transient experi-
ment running under normal experimental conditions. The appara-
tus was stabilized at Rep=10,000, simultaneously the air supply
and the heater power where turned off and the heat transfer sur-
face temperature T,y Was measured in time. A numerical time
derivative of the wall temperature was computed by a central
difference approximation. The value of the derivative is used at
short times in conjunction with Eq. (2) to estimate the power lost
through conduction.

dTwall
dt

The transient experiment was repeated multiple times resulting
in a conduction loss estimate of 2 W or 5% of the input power at
Rep=10,000. The wall temperature is consistent throughout all of
the heat transfer experiments, thus, it is assumed the conduction
losses are also constant. Uncertainty in the conduction loss is
estimated conservatively at =50%, resulting in a loss estimate of
2 W=1 W. Subsequently, uncertainty in the Nusselt number, de-
termined by the method described by Kline and McClintock [16],
was estimated at 7% based on a 95% confidence interval.

Qioss = (PTViur)Cp it )

3 Results and Discussion

3.1 Magnetic Resonance Velocimetry. The three-component
mean velocity field for the impingement apparatus was measured
using MRV at Rep=2600 and Rep=5300. Although two separate
Reynolds numbers were tested, no significant difference in the
structure of the mean velocity field was measured. Subsequently,
only results from the higher Reynolds number Rep=5300 will be
shown.

A full-field cross section of the impingement array is shown in
Fig. 7. Time averaged velocity magnitude contours (in m/s) are
illustrated for the (z-y) plane taken near the center of the array
(x=-8.46 mm). The flow started at the top of the frame in the
inlet manifold, accelerating into the injection tubes to a peak ve-
locity in the vena-contracta near 1 m/s. At the entrance of the
outer jets, a small flow separation region was present as the flow
accelerates into the injection tube. Shortly downstream, the flow
in each injection tube decelerated and a well mixed jet exited into
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Fig. 7 Velocity magnitude contours (in m/s) illustrating the full array spanwise cross

section (y-z) at Rep=5300

the cooling cavity at y=10 mm. Once the jets emerged into the
cooling cavity they began to spread and eventually impacted the
target surface at y=0.

A magnified view of the flow within the cooling cavity is
shown in Fig. 8. Contours of velocity magnitude (m/s) and the
in-plane (z-y) velocity vectors are displayed for the identical plane
shown in Fig. 7. Here, the jet was clearly spreading until it im-
pacted the target surface forming the primary stagnation on the jet
centerline. A radial wall jet formed on the target surface and ac-
celerated away from the jet centerline. This wall jet then inter-
acted with the adjacent wall jet and created a secondary stagnation
zone directly between the two impingement jets. These secondary
stagnation regions created an upwelling of the fluid forcing it out
of the cooling cavity through the extraction hole located between
the two impingement jets. In this plane, there was little sign of a
vortical structure around the jet. The flow transitioned very
smoothly from the jet to the extraction plenum.

This smooth transition is not present in Fig. 9. Here, the jet
shown at z=5 mm in Fig. 8 is shown in an orthogonal plane
(x-y). Again, the jet emerged at y=10 mm and impacted the tar-
get surface at y=0 mm, however, the primary stagnation was not
found on the jet centerline but was shifted approximately 2 mm in
the negative x direction. A small counterclockwise rotating vortex
is clearly visible on the positive x side of the jet. On the opposite
side, a larger clockwise rotating vortex was present. Upon further
inspection, this structure of two counter-rotating vortices in the
x-y plane was present around each jet in the array. The vortices
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Fig. 8 Velocity magnitude contours in m/s and in-plane, (z-y),
velocity vectors zoomed in to show the flow structure inside
the cooling cavity at Rep=5300
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are attributed to a slight crossflow, which developed in the cooling
cavity. The mean crossflow velocity to the jet velocity ratio was
calculated at 8%. The crossflow is a consequence of the taper of
the inlet manifold ending in a radius (Figs. 3(b) and 4) and not
simply tapering to zero. This radius resulted in a higher static
pressure at the downstream (positive x) jet locations inducing a
higher mass flow rate in those respective jets. Figure 10 illustrates
the variation by plotting the nondimensional mass flow rate
through each of the 36 jets in symbols, and the spanwise mean in
a solid line versus the streamwise array location. The inlet flow
enters from the —x direction and the inlet manifold radius is lo-
cated at x=76 mm. The figure shows higher jet mass flow rates
on the downstream side of the array. The jet mass flow rate de-
creases with decreasing streamwise location and the variation is
estimated at 15% of the bulk average mass flow rate. The down-
stream jets also show less spanwise variation in mass flow rate
than the slower upstream jets. The spanwise variation in the
slower upstream jets is attributed to two large vortices present in
the inlet manifold. Figure 11 illustrates the two vortices in an x-z
plane, 10 mm above the start of the impingement jet tubes. The
strength of the vortices was examined by comparing the dynamic
pressure of the recirculating fluid to the dynamic pressure lost by
the fluid due to acceleration through the jets. The vortical dynamic
pressure was found to be 11% of the pressure lost due to jet
acceleration. The presence of theses structures does influence the
jet mass flow rate on the upstream side of the array as seen in the
spanwise variation, yet they are not strong enough to significantly
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Fig. 9 Velocity magnitude contours in m/s and in-plane (x-y),
velocity vectors shown for the plane orthogonal to that shown
in Fig. 8
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Fig. 10 Nondimensional mass flow rate through each indi-
vidual jet. Jets located at identical z locations are plotted as a
group with the same symbol indicating the spanwise variation
in jet mass flow rate.

alter the jet mass flow rates.

Figures 12-14 illustrate contours of mean velocity magnitude
(m/s) in flow planes (x-z) parallel to target plane at Rep=5300.
Figure 12 was measured at y=9.5 mm (y/H=0.95) or immedi-
ately beneath where the jets enter the cooling cavity. The jet ve-
locities were fairly uniform in the spanwise (x) direction with
magnitudes near 0.7 m/s. The figure shows the slight nonunifor-
mity in jet velocity in the streamwise (x) direction. Figure 12 does
not show the full 15% variation because it is showing the flow
field only above the heat transfer surface, which lies inside the
outermost rows of impingement jets, where the effect is most
prevalent.

In between the jets, local regions of higher velocity (0.2-0.3
m/s) were measured. The velocity in this location is in the oppo-
site direction as that of the impingement jets and corresponds to
the location of the extraction holes. This region of moderate ve-
locity is also present in Fig. 8 where it shows the spent fluid
entering the extraction plenum.

The velocity magnitude in Fig. 13 was measured at y=5 mm
(y/H=0.5), or midway between the target surface and the start of
the impingement jets. Here, each jet has begun to spread out as
well as slow down to approximately 0.5 m/s as can be seen in Fig.
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Fig. 11 Contours of velocity magnitude (m/s) and in-plane x-z,
vectors showing the flow field 10 mm upstream of the impinge-
ment jets
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Fig. 12 Contours of velocity magnitude (m/s) in the x-z plane
measured at y=9.5 mm, or at the start of the impingement jets

8. Regions of nearly quiescent flow can be seen around each jet,
while an interconnected region of faster moving flow separates
each jet. This interconnected region is moving in the opposite
direction of the jet and is the result of the interaction of the jets as
they spread out on the target surface. In addition, the jet shape has
become elliptical. This change in shape is attributed to the varia-
tion in mass flow rate introduced by the inlet manifold.

The flow immediately above the target surface (y/H=0.05) is
shown in Fig. 14. The primary stagnation region can be readily
seen where each jet impacts the target surface. Around each pri-
mary stagnation, a nearly axisymmetric radial wall jet is estab-
lished along the target surface. The effect of the crossflow is not
easily noticed in the shape of the wall jets although it is easily
visible a few millimeters away (Fig. 13). The wall jet accelerates
outward to a velocity near 0.5 m/s and subsequently decelerates to
form a secondary stagnation region. The secondary stagnation re-
gion surrounds each jet in a region closely resembling a hexagon.
This stagnation creates the upwelling of flow seen in Fig. 13.
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Fig. 13 Contours of velocity magnitude (m/s) in the x-z plane
measured at y=5 mm, or at the midplane of the impingement
jet
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Fig. 14 Contours of velocity magnitude (m/s) in the x-z plane
measured immediately above the target surface

3.2 Average Heat Transfer. Average heat transfer measure-
ments were made for jet Reynolds numbers ranging from 2000 to
10,000. Figure 15 shows the average Nusselt number as a function
of jet Reynolds number for the array along with a power law
approximation to the data. The measured Nusselt number is also
compared with correlations provided by Florschuetz et al. [2] and
Martin [3]. The correlation by Martin [3] considers the geometry,
however it does not account for any crossflow. Florschuetz et al.
[2] considered both the geometry and crossflow and are shown for
three different crossflow-to-jet velocity ratios: 0%, 7.5%, and
15%.

At low Reynolds numbers, the correlation of Florschuetz et al.
[2] using a crossflow-to-jet ratio of 7.5-15% does a reasonable job
of capturing the mean Nusselt number. The crossflow-to-jet veloc-
ity ratio for the array tested was calculated at 8%. With increasing
Reynolds number, however, the correlation increases too quickly
resulting in an overprediction of the measured Nusselt number,
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Fig. 15 Average Nusselt number as a function of the jet Rey-
nolds number
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nearly 15% at Rep=10,000. Although the Reynolds number de-
pendence of the correlation is a bit strong, it does suggest the heat
transfer rates measured could be increased by nearly 20% if the
inlet manifold was redesigned to eliminate the cooling cavity
crossflow, as illustrated by the 0% crossflow ratio curve.

Martin’s [3] correlation underpredicts the Nusselt number
throughout the range of the Reynolds numbers tested. In addition,
it’s functional relationship with Reynolds number increases to a
similar power to that of Florschuetz et al. [2], which is greater
than the 0.6 power for the tested array. The geometry tested does
not fit within the range of geometric parameters provided by Mar-
tin [3], 0.004 = Ajei/ Ayt unitr=0.04 and 2=H/D =12, or in the jet
spacing parameters provide by Florschuetz et al. [2], 5=Z,/D
=10 and 4=X,/D=8. Because the geometry lies outside of the
range of validity for the two correlations, it is not expected they
would capture the behavior of very compact impingement arrays.

The small interjet spacing (Z,/D=2.34) continued the trend
reported by Huber and Viskanta [13] of an increasing mean Nus-
selt number with decreasing jet-to-jet spacing. This configuration
showed an estimated 10% improvement in Nusselt number over
their most compact array (Z,,/D=4). The ratio of jet area to heat
transfer surface area (Aje/Anr) Of this array, however, has in-
creased by nearly a factor of 3 over the array tested by Huber and
Viskanta [13]. At Rep=10,000, this increase in jet area results in a
mass flow rate requirement per heat transfer area of nearly two
times that of their most compact geometry.

Decreasing the jet-to-jet spacing has been shown to decrease
the peak local Nusselt number in the primary stagnation region
[13]. However, decreasing the jet-to-jet spacing also increases the
mean Nusselt number of the entire array by increasing the area for
primary stagnation heat transfer and decreasing the area under the
wall jets establishing more uniform heat transfer across the entire
array.

4 Conclusion

We have shown quantitative flow measurements of the full 3D
mean velocity field within a compact array of impinging jets with
local extraction. Although the spatially resolved flow field was
measured at two different Reynolds numbers, little difference was
measured in the structure of the flow field. An appreciable cross-
flow, a crossflow-to-jet velocity ratio of 8%, was measured inside
the cooling cavity of the array. This crossflow established asym-
metric counter-rotating vortices upstream and downstream, rela-
tive to the crossflow direction, of each impingement jet. In the
transverse direction, no indication of the presence of the vortical
structure was measured, a smooth transition from the jet through
the cooling cavity was observed. The presence of the crossflow
displaced the center of the primary stagnation region from the jet
centerline. The presence of the crossflow was not easily seen very
close (y~1 mm (y/H=0.05)) to the target surface. However it’s
presence was clear at greater distances, approximately 2—-4 mm
(y/H=0.2 to y/H=0.4).

The mean Nusselt number was obtained as a function of jet
Reynolds number. The small jet-to-jet spacing of the impingement
array enabled a large Nusselt number by increasing the area en-
compassed by primary stagnation heat transfer. This had two ef-
fects: (1) The mass flow requirement per heat transfer area at a
given Reynolds number increased because more jets are used to
cool the surface, and (2) although peak Nusselt numbers decrease
with decreasing jet-to-jet spacing [13], the mean Nusselt number
improves because, locally, the heat transfer is more uniform.
Comparison to previous empirical work by Florschuetz et al. [2]
suggests improvement in heat transfer rates is possible through the
elimination of the cooling cavity crossflow.

Nomenclature
A, = exhaust area, m?
Ajet = jet area, m?
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Ayt = heat transfer surface area, m2

I
3

H = jet impingement length, mm

D = impingement jet diameter, mm

d = extraction hole diameter, mm

Z, = jet-to-jet spacing, mm

X, = streamwise row-to-row jet spacing, mm

Rep = Reynolds number based on the jet diameter,
PVieD/pw
Viee = bulk jet velocity, m/s
p = bulk fluid material density, kg/m?

pur = bulk heat transfer surface density, kg/m?
p = bulk material dynamic viscosity, Pa s
y = vertical direction, normal to the target surface,
mm
x = streamwise direction, along the target surface,
mm
z = spanwise direction, along the target surface,
mm
Tin = fluid temperature measured at the apparatus
inlet, °C
Texit = fluid temperature measured at the apparatus
exit, °C

Twan = average heat transfer surface temperature, °C
Nu = average Nusselt number on the heat transfer
surface, hD/k
g = heat flux supplied to the heat transfer surface,

Qioss = heat flux lost from the heat transfer surface by
conduction, W
k = thermal conductivity, W/mK
Vyr = volume of the heat transfer surface, m®
Cpur = Specific heat capacity of the heat transfer sur-
face, J/kgK
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Heat Transfer and
Thermodynamic Analyses of
Some Typical Encapsulated Ice
Geometries During Discharging
Process

This study deals with the process of melting in some typical encapsulated ice thermal
energy storage (TES) geometries. Cylindrical and slab capsules are compared with
spherical capsules when subjected to a flowing heat transfer fluid (HTF). The effect of
inlet HTF temperature and flow rate as well as the reference temperatures are investi-
gated, and the resulting solidification and melting times, energy efficiencies, and exergy
efficiencies are documented. Using ANSYS GAMBIT and FLUENT 6.0 softwares, all geom-
etries are created, and the appropriate boundary and initial conditions are selected for
the finite volume solver to proceed. Sufficient flow parameters are monitored during
transient solutions to enable the calculation of all energy and exergy efficiencies. The
energetically most efficient geometric scenario is obtained for the slab geometry, while
the spherical geometry exergetically achieves the highest efficiencies. The difference be-
tween the two results is mainly through the accounting of entropy generation and exergy
destroyed, and the largest mode of thermal exergy loss is found to be through entropy
generation resulting from heat transfer accompanying phase change, although viscous
dissipation is included in the analysis. All efficiency values tend to increase with decreas-
ing HTF flow rate, but exergetically the best scenario appears to be for the spherical
capsules with low inlet HTF temperature. Energy efficiency values are all well over 99%,
while the exergy efficiency values range from around 72% to 84%, respectively. The
results indicate that energy analyses, while able to predict viscous dissipation losses
effectively, cannot correctly quantify losses inherent in cold TES systems, and in some
instances predict higher than normal efficiencies and inaccurate optimal parameters
when compared with exergy analyses. [DOI: 10.1115/1.3111262]
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1 Introduction

Due to the current and increasing world demand for energy, the
storage of energy is becoming a viable technology to attempt to
help alleviate costs and environmental impact. Since most sources
of sustainable energy, for example, solar and geothermal, do not
offer themselves at a constant rate, there is an obvious advantage
in the storage of solar, wind, and tidal energies, so that they may
be used in times of need. Although there are many types of energy
storage that services society today, including electrical, mechani-
cal, and chemical, thermal energy storage (TES) presents one of
the easiest and cost efficient means to store energy. For example,
solar hot water heaters are garnering increased attention as of late,
due to the ease in installation and maintenance, as well as the cost
reductions in heating and decreased greenhouse gases (GHGs)
when compared with natural gas or oil heaters. Many recent stud-
ies, for example, Ref. [1], have focused on heat exchanger types
to most efficiently transmit heat to and from latent sources. Al-
though a comprehensive review of the many latent TES applica-
tions for space heating is exhaustive, there are nonetheless many
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recent and ongoing studies to find uses for latent heat storage in
solar heat capture [2] and electronics cooling [3], to name a few.
Cold TES, on the other hand, has not received as much attention,
and it is becoming an excellent option in warmer areas, where
space cooling costs and electricity demands are becoming increas-
ingly high.

The main focus of this paper is concerned with encapsulated ice
TES. This is due to a number of factors, including its low cost and
attractive economic and environmental benefits. The utilization of
encapsulated ice TES, along with other modes of TES, reduces
both electricity demand and cost, and ultimately lowers GHG
emissions through a lowered energy demand.

Encapsulated ice TES utilizes a heat transfer fluid (HTF), which
is usually a glycol solution, to freeze de-ionized water encapsu-
lated in plastic capsules (usually made of polyvinyl chloride
(PVC), due to its low cost, nonvolatility, and high durability). The
capsules are typically made in a spherical shape, but other geom-
etries including rectangular prism, cylindrical, and annular shapes
are also possible. These capsules are contained in a large storage
tank, and the HTF mainly serves as a medium to deliver the cool-
ing load from the storage tank to the building. It can be cooled via
many techniques, but a vapor compression refrigeration cycle is
primarily used. During night times, electricity is usually much
cheaper, and chillers cool the heat transfer fluid, which in turn
freezes the encapsulated water. During peak electricity times, the
cost can be as much as five times that in the night [4], so the HTF
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is used to extract the heat from the ice storage tank and deliver the
cooling load to the building. This has an immense cost benefit,
and some case studies have shown payback periods of as little as
2-7 years [5]. In addition to this, utilizing cold TES can help
reduce the peak electricity demand since it effectively shifts elec-
tricity loads from peak to off-peak times. This eliminates the need
for more generating plants to satisfy the peak demand and, ulti-
mately, acts to lower greenhouse gases, which have been a major
concern for environmentalists and scientists alike.

There are many literature works that have direct applications to
encapsulated ice TES and these are either concerned with packed
bed flows or single capsule analyses. The wealth of information
regarding packed bed investigations is immense; however, most
are concerned with high velocity gas flowing through a bed with
particles of small diameter, for example, Refs. [6,7]. These stud-
ies, although helpful, usually have applications in reactor beds [8]
or adsorption beds. Due to the small particle diameters, they can-
not correctly analyze the important phenomena that are inherent to
encapsulated packed bed TES. For these larger capsules, a number
of studies have been undertaken in order to analyze thermal dis-
persion [9] and viscous dissipation [10]. A critical review of the
thermal dispersion in various packed beds was performed in Ref.
[11].

In a recent work [12] more aligned with the principles of en-
capsulated ice TES, an analytical technique is presented to simu-
late flow in a packed bed of larger spheres. The method, which
includes porous medium concepts, takes into consideration fluid-
to-capsule convection, conduction and radiation, as well as one-
dimensional radial conduction inside particles. They achieve good
results when compared with numerical and experimental data
when a free-convection heat transfer configuration is employed.

Another relevant usage of the porous medium concept [13] pro-
poses a cylindrical storage tank, packed with spherical capsules,
and using the integral approach assuming a linear transverse tem-
perature profile, as well as heat leakage from the ambient, a HTF
temperature profile is obtained. The resulting energy and exergy
efficiencies, along with the exergy destructions, are evaluated
when the flow rates and inlet temperatures are varied during
charging. It was found that when using larger flow rates and inlet
temperatures close to that of the solidification temperature, the
exergy efficiency was maximized and the destroyed exergy was
minimized.

Though there are a few other analytical studies concerned with
modeling encapsulated ice TES system, most of the wealth of
research into this subject is concerned with numerical studies and
simulations of the charging and discharging of the storage mod-
ule. In Ref. [14], an existing TES system is replicated using a
two-dimensional axisymmetric model, and the role of free con-
vection on the heat transfer performance of the tank is addressed.
Another similar work can be found in Ref. [15], where a two-
dimensional transient analysis of a cylindrical storage tank is per-
formed, with the storage tank filled with uniformly sized spherical
capsules. The capsules are filled with paraffin wax and are packed
randomly into the storage module, exchanging heat with air acting
as the HTF.

Furthermore, some studies combine both porous medium con-
cepts with a numerical solution, as in Ref. [16]. Here, a two-
dimensional approach is used to solve for the temperature field in
a cylindrical container containing spherical capsules used for ice
storage. Density variations within the HTF were considered, and
the system was run in both the vertical and horizontal positions. It
was determined that the optimal case occurred with the tank in the
vertical position when the natural convective currents coincide
with forced convection currents.

Though encapsulated ice TES shows many promising benefits
in industrial cooling, the literature is somewhat lacking in the
particular area of this paper since many studies either consider
encapsulated paraffin for warm TES purposes or simply provide
case studies of existing systems. This research paper goes beyond
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what is found in the literature in the sense that the inner flow
fields between capsules are simulated using numerical techniques,
and the dependence of performance on factors such as capsule
geometry, HTF temperature and flow rate, as well as ambient
conditions is examined. It is believed that only when these inner
flow fields are properly treated can better efficiencies, lower costs,
and better sustainability be realized by designers.

2 Analysis

Before specifying the equations used in both the heat transfer
analysis and the thermodynamic analysis, an outline of the nu-
merical study and computational domains will be addressed. In
most encapsulated ice storage tanks, the capsules are either of the
spherical, cylindrical, or rectangular (slab) geometry. The spheri-
cal geometry is far more common in industrial applications due to
its ease of manufacturing and packing. There are other geometries
that have been used, but for the purpose of this analysis, only the
spherical, slab, and cylindrical capsules are considered. For a bet-
ter understanding of the storage tank and capsule relationship for
the three geometries, see Fig. 1. The present analysis will consider
one capsule of each type in a bed of like capsules, and simulate
the ice discharging or melting process, while varying many factors
as described above.

Each capsule will have a PVC shell with a thickness of 5 mm.
This material is chosen due to its durability and flexibility and
should provide a good approximation to the various plastics used
for capsule shells in the industry. Before continuing any further,
the assumptions used in this analysis are as follows:

* negligible radiation effects

» constant thermophysical properties for both HTF and PVC
« piecewise constant thermophysical properties for the phase
change material (PCM)

incompressible materials with constant density

negligible storage tank wall effect

negligible heat penetration into storage tank, and
negligible potential (gravitational) energy effects

The slab capsules are considered to have a heat transfer fluid
stream thickness equal to half the slab thickness.

The material thermophysical properties used in the analysis are
given in Table 1. The properties for water and ice are taken con-
stant at temperatures of 275 K and 269 K, respectively, since this
is an acceptable mean temperature at which these substances will
be experiencing. The properties of the heat transfer fluid—an eth-
ylene glycol solution (30% by mass)—are obtained from Ref.
[17].

Now that the above general guidelines and domain descriptions
are set, the computational procedure for the solutions can be ad-
dressed. Afterward, a detailed explanation of the computational
domains is presented so that the performance criteria can be ex-
amined according to the various inputs.

2.1 Heat Transfer and Fluid Flow Analysis. For the whole
of the numeric simulations, ANSYS FLUENT and GAMBIT 6.3 Soft-
wares are used to create the domains, split them into finite vol-
umes, and set boundary and initial conditions. These domains
have been split up into a finite number of volumes (or cells), and
the relationships between adjacent cells are computed over their
joining faces (or facets). The actual solver employed in this analy-
sis is a pressure-based solver; since all of the materials used in this
problem are assumed incompressible, the flow is governed solely
by pressure differentials. In this case, the pressure-based solver
uses an algorithm that belongs to a general class of methods called
projection methods [18]. In this method, the conservation of mass,
or continuity, is achieved by solving a pressure correction equa-
tion. This equation is derived from the continuity and momentum
equations in such a way that the pressure/velocity field satisfies
the continuity equation. Since the differential equations that must
be satisfied are nonlinear by nature and coupled, the solution must
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Fig. 1 Storage tank schematic for (a) cylindrical capsules, (b) spherical capsules, and (c) slab capsules

be iterated in a closed loop until the solution converges within the
required tolerances.

Though the actual solution procedure used in ANSYS software
can be very complex, it is nonetheless more important, from an
engineering or designing perspective, to outline the governing
equations and boundary conditions necessary for these numerical
solutions to take place. In all cases, there will be three separate
sections where governing equations change: the inner capsule
(henceforth referred to as the PCM), the capsule shell (or PVC),
and the flowing HTF. FLUENT works in Cartesian (or x-y-z) coor-
dinates, and each material will have its own governing equations
and boundary and initial conditions, which are to be presented
next.

2.1.1 The PCM. Due to the aforementioned assumptions, the
PCM becomes conduction dominated and contains no flow terms.
The energy equation for the phase change material is then as
follows:

DHpem
Dt

The substantial derivative, seen in the first term of the above
equation, for any variable v, is defined as

PrcM =kpemV2T (1)

Dy_dy, dy, dy  dy
Dt dt dx dy dz
where u, v, and w are the x, y, and z components of the velocity
vector. The del (V) operator, seen in the last term of the energy
equation above, is a vector quantity, though in this case due to its

)

Table 1 Material properties used in the analysis

Cc p K m
Substance (J/kgK)  (kg/m®)  (W/mK) (kg/ms)
Water (liquid) 4200 1000 0.5576 0.001519
Water (solid) 2106 917.4 2.108 N/A
Ethylene glycol 30% 3574 1053.1 0.4220 0.00503
PVC 900 1380 0.16 N/A
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multiplication it becomes a scalar. Nonetheless, it is used through-
out the analysis, and it is shown below:

v:(ii+ij+ik) 3)
ax Iy oz
where i, j, and k are the unit vectors in the x, y, and z directions,
respectively. Continuing on with the energy equation, it is known
that a phase change will occur in this medium. Therefore, the
enthalpy of the PCM, H, will be computed as the sum of the
sensible enthalpy, h, and the latent heat portion, H,. Due to the
assumption of constant thermophysical properties, this enthalpy
can be written as a function of temperature as follows:

Heem(T) = hpemo + Cpom(T = To) + H (4)

where hpcym o and T, are the arbitrary reference enthalpy value and
temperature; since only the change in enthalpy is required for
analysis, these values will drop out in all calculations.

There are many methods of numerically simulating the process
of solidification; however, FLUENT uses the enthalpy/porosity
method [19-21]. In lieu of a solver that produces a specific melt
interface position, this method is often chosen to solve problems
in more complex geometries. Instead of tracking this interface
position explicitly, a quantity called the liquid fraction is solved,
which computes the fraction of the cell that is in liquid form. The
liquid fraction is then solved each iteration in order to correctly
define the temperature field. This liquid fraction, 3, is defined to
vary between B=0 if T<Tg (melting temperature) and B=1 if
T>Tg. Any cells that have a liquid fraction between 0 and 1 will
have a temperature of T=T, and the liquid fraction will depend
on the amount of latent heat stored. Once the cell has received all
of its latent heat, it will continue to heat as a liquid.

In order to continue with the governing equations, the latent
heat portion, H;, must be written in terms of the latent heat of the
material, L, such that H;=p3L.

The PCM temperature field and liquid fraction, defined by the
above equations, can only be solved once one of the initial and
boundary conditions is specified. The first condition is the initial-
ization temperature Tj,pcy; at time t=0 the PCM is set at a
temperature of 271 K to indicate a subcooled solid. The second
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condition required for the solution to proceed is the wall boundary
condition, which is satisfied by the temperature condition at the
PVC/PCM interface. Since there should be no discontinuities in
the temperature field, the temperatures are set equal at both sides
of the interface. The exact wall temperatures on the facets them-
selves are automatically interpolated linearly by FLUENT software.

2.1.2 The Capsule Shell (PVC). The PVC capsule is a solid
structure, and since the PCM density changes and gravity effects
were neglected, the energy equation is similar in the PVC medium
to the PCM medium. Thus, the energy equation in the PVC me-
dium is as follows:

Dh

pPVCTPtVC = kpyc V2T (5)
where the specific enthalpy, h, is defined as was done in Eq. (4),
minus the latent heat portion. Again, in order to successfully solve
the above equation, boundary conditions on both the inner and
outer surfaces of the PVC are required. The inner boundary con-
dition was already satisfied by the wall condition already ad-
dressed in the PCM/PVC interface; thus the outer boundary con-
dition must now be addressed. This boundary condition is very
similar to the one in the PCM/PVC interface. In order to keep a
more continuous temperature profile, the temperatures at the outer
PVC wall and the HTF next to the PVC wall must be equal. The
exact temperatures on the facets themselves are once again inter-
polated linearly by FLUENT software.

As with the PCM domain, the PVVC domain will be initialized at
the same temperature so that the capsules begin simulations at a
constant temperature throughout the PCM and PVVC. The PVC and
PCM domains now need only the heat transfer fluid temperature
distributions to be fully solved, and this is done in Sec. 2.1.3
concerning the heat transfer fluid domain, which is the most com-
plicated of all three.

2.1.3 The HTF. The heat transfer fluid will need to satisfy a
number of governing equations due to the complex flow condi-
tions within the domain. To begin with, since there is moving
fluid, the energy equation for the heat transfer fluid becomes more
complex due to viscous dissipation. A number of new variables
must be introduced, and the energy equation is shown below.

Dhyre - Dp
Dt Dt

The last term on the right hand side of the above equation in-
volves viscous stresses and is customarily called the dissipation
function. By the governing assumptions, we obtain the following
for the dissipation function, ®:

2 2 2 2
Cbzu[z(a—u) +2<¢9_v) +2<(9_W) +<&—v+&—u>
X ay 9z X ay

(0W ﬁv)z (au &w)z]

+|l—+— | +|—+— (7)
ay Iz gz ox

This term, when inserted into the energy equation, becomes the
viscous stress term, which addresses the pressure energy trans-
formed into heat due to the shear stress in the fluid.

Since the above equation now must be solved to include pres-
sure and velocity terms, many more equations must be introduced,
along with their boundary conditions, before transient solutions
can take place. First, the continuity equation must be fulfilled, and
since the heat transfer fluid is assumed incompressible, the conti-
nuity equation becomes

PHTF +kyre V2T + @ (6)

V.V=0 (8)

The above equation, put simply, ensures that the mass fluxes
across adjacent cells are conserved. Next, the momentum equa-
tions, known as the Navier-Stokes equations, must also be con-
served:
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DV -
PHTE Ny =7 Vp + uV?V 9)

So, the momentum conservation equations depend primarily on
the velocity vectors and pressure differential within the velocity
field. The change in velocity at any point in the fluid depends on
the pressure gradient at that point, Vp as well as the viscous
dampening effects, denoted by uV2v.

Since there are some new equations introduced here with many
more variables, in order to fully solve for the flow fields there will
need to be a few more initial and boundary conditions. To begin
with, before the solution is initialized, the temperature of the heat
transfer fluid is patched into the HTF domain so that the HTF has
a temperature equal to its inlet temperature for ease of computa-
tions. The velocity of the heat transfer fluid is set to zero before
transient solutions but is instantaneously switched to a specified
velocity, uniform over the inlet, afterward. The flow direction is in
the z-direction so that V(t=0)=0 and V;,(t>0)=wj,. For the ge-
ometries that have a non-PCM bounded wall, for example, the
spherical and slab capsule geometries, there will be a boundary
type that can be set as a zero shear stress wall. This is done in
order to more precisely model a real-world scenario; there will be
an axis of symmetry between capsule bunches, and the following
attempts to model these:

v -
E(f € Wy) =0

The above equation is explained as such; for the wall facets, f,
which are part of the “no shear” symmetric wall points, W, the
derivative of the velocity with respect to the vector normal to the
wall facet, n, will be zero. This ensures that no viscous dissipation
is encountered in these zones and is an important proponent to the
solution if the flow fields are to be solved far away from the
capsule tank wall. Conversely, for the wall facets not on the no
shear facets (in other words, all other “real” walls), there is a
no-slip condition

\7(1? & Wp) =0

So, the velocity vectors on all wall facets not in the “no-slip”
regime are set to zero for all cases.

For the outflow zones, there is no need to define any conditions
at these boundaries since FLUENT extrapolates the required infor-
mation from the interior of the domain. There are, however, a few
aspects of this boundary condition type to note before proceeding;
first, FLUENT assumes a zero diffusion flux for all flow variables at
the outlet. In other words,

dy -
E(f € Wout) =0

Here, the symbol y can be any of the velocity, temperature, or
temperature vectors, and the above equation simply states that the
flow is fully developed at the outlet in the z direction, which is
streamwise and normal to the outlet. The reader should note that
the accuracy of the above assumption is entirely dependent on the
far-field boundary condition and the placement of the outlet. This
is why there must be some consideration taken when building the
computational zones and placing the outlet boundaries, which will
be addressed when performing far-field boundary independence
tests in Sec. 2.2.

The second outlet consideration that must be highlighted is the
overall continuity correction. Since the continuity equation (8)
must be conserved, the mass flow inlet and mass flow outlet must
carry the same amount of mass:
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So, the density, which is constant, multiplied by the summation of
all streamwise velocities at each facet k, multiplied by the area of
each facet, will equal the mass flow rate at the inlet/outlet. These
two values must be conserved to ensure that the continuity equa-
tion is fulfilled.

Now that the governing equations have been addressed, the
algorithm is able to solve the temperatures, flow, and pressure
fields to within desired tolerances; in this case they are set to
1.0 X 1072 for continuity, as well as the x, y, and z velocities, and
1.0 107% for energy.

2.2 Thermodynamic Analysis. In addition to the heat trans-
fer and fluid flow computational analyses, the thermodynamic as-
pects of the solidification and melting processes must be exam-
ined. Thermodynamic analyses are very helpful in determining
system performance, including efficiency values and losses. There
are usually two bases to perform a thermodynamic analysis, and
these are usually called the energy and exergy analyses, and will
be introduced and discussed next.

2.2.1 Energy Analysis. An energy balance on either the solidi-
fication or melting process results in the following:

AEsys =Ejn— Eout (10)

In other words, the total energy change in the computational do-
main during the entire process must balance the difference be-
tween the inlet and outlet energy flows. This is known as the
conservation of energy principle or the first law of thermodynam-
ics. By the assumptions of negligible kinetic and potential effects,
as well as constant densities, the flow energy difference can be
rewritten as follows:

Ein = Eout = Uin = Ugye = Hin = Houe * V(Pin - Pout) (11)

Here, U denotes the internal energy, H represents the enthalpy, ¥
is the total volume of the heat transfer fluid used in the process,
and P is the average total pressure of the heat transfer fluid.

The change in energy of the system is defined as the energy
change in each of the components of the system:

AEgys = AEyrr + AEpcy + AEpyc (12)

where  AEpre=MyreCrre(ATyre),  AEpvc=MpvcCrvc(ATpyc),

and AEpcy=mpemlL +Cy(ATpemw) + Ci(ATpem,i)]-

Here, the HTF and PVC zones undergo a change in sensible
enthalpy only, while the PCM undergoes a change in sensible
enthalpy in both the solid and liquid phases, along with a change
in enthalpy associated with phase change. Now that the proper
energy balance equations have been addressed, it is necessary to
introduce the energy efficiency; the ratio of the desired energy
output to the total energy input is as follows:

_ desired energy output _ Ege
" total energy input  E

Since the purpose of the discharging process is to obtain the cool
energy back from the control volume, the desired energy output is
defined as the change in enthalpy for the flows between the inlet
and outlet:

(13)

Eges = Hin = Hout = MpemlL + Coy(T pem = Tsp) + Ci(Tsr = Tinipem) ]
+¥(Poye = Pin) + MpycCoyc(Tt pvc ~ Tinipve)

+ MyreCrre(Tinipre — Tt re) (14)

The above was arrived at by combining Egs. (10)—(12) so that the
enthalpy difference could be rewritten in terms of the other vari-
ables for ease of calculations.

The total energy input is given by the required energy needed
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for a process to occur. Therefore, this will be equal to the amount
of cool energy stored in the control volume before the melting
process begins.

Eiot = MpemlL + CilTst = Tinipem) + Cul(Trpem — Ts)]

+ MpycCopvc(Tipve ~ Tinipve) * MureChre(Tinimte = Tt u1e)
(15)

Now that the proper required and desired energy contents have
been identified, the energy efficiencies for the charging and dis-
charging processes are easily calculated using Eq. (13). After ana-
lyzing the systems, however, it became apparent that the energy
efficiencies were very high, all of which being over 99% efficient.
While this phenomenon will be addressed in the discussion of the
results, the normalized energy efficiency is introduced next in or-
der to inspect the efficiency differences in this last percentile.

_ ( n-0-99>
7=\ "0.0001

2.2.2 Exergy Analysis. An exergy balance on any system un-
dergoing any process is written as follows:

Eout - Ed (17)

The above exergy balance is quite similar to the energy case, but
it contains one extra term, the exergy destroyed Eg4. The exergy
destroyed results from irreversibilities within the system and rep-
resents the exergy which becomes unrecoverable during the
process.

As with the energy case, the exergy change in the system is a
result of the exergy changes associated with each material within
the system:

(16)

A': -9 -
Fisys = Sin

AE g = AEre + AEpyc + AEpem (18)

where
= T T ?f HTF
AEvrr = MyreChite| Ttrr = Tinirr = Tee In(_’—
i Tini HTF

and

= = T
AEpye =MpycCove| Trpve ~ Tinipve ~ To |n<—f’¢c) :|
L Tinipve

In the above equations, the change in exergy for the HTF and the
PVC was obtained due to the incompressibility assumption. How-
ever, for the PCM, the exergy change is not as straightforward.
Since there is both a sensible and a latent exergy change within
the PCM, the total change in exergy will be the sum of the exergy
change in the water and ice states, which are evaluated similar to
the above, plus the exergy change due to the solidification of the
PCM. So, for the charging and discharging states, this becomes

_ - Tyt
ABpem = mPCMCi[Tsf_Tini,PCM_Tw |n(——s)}
Tini,pcm

- T
+ mPCMCW[Tf,PCM =T = To |H<M>]

sf
Tw
+Mpeyl| 1~ T
sf

In the above equations, the latent exergy term was arrived at by
noticing that, for any incompressible substance,

(19)

AE=AE-T,AS

And, the change in entropy for the solidification process is deter-
mined by the entropy of fusion equation
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L
ASpys = mPCMT_ (20)

sf
Now that the system energy change over the process has been
evaluated, the inlet, outlet, and destroyed exergy terms must be
addressed. The simplest way to achieve this is to first observe or
calculate the exergy destruction in Eg. (17). Once this term is
evaluated, the exergy flow difference is easily solved.

The exergy destruction equation is written as follows:

(21)

As mentioned earlier, this is a result of irreversibilities or losses
within the system. Since the exergy destruction depends on the
entropy generation, an entropy balance must now be performed on
the system:

Ed = szgen

ASgys = Sin = Sout + Sgen (22)

The entropy, S, is a measurement of the degree of randomness of
a substance. It is always increasing due to irreversibilities in the
system. This is a corollary of the second law of thermodynamics.
However, if the system is taken as the capsule region plus the total
amount of HTF, and since there is no heat loss to/from the system,
the generated entropy occurs as a result of two separate phenom-
ena: viscous dissipation losses and entropy generation from heat
transfer to the capsules.

Sgen = Sgen,diss + Sgen,trans (23)

The entropy generated from viscous dissipation (from Ref. [22])
will depend on the bulk fluid temperature of the HTF, the total
mass of heat transfer fluid in the process, and the average pressure
drop within the HTF:

S _ MHTF(Pin - Pout)
gen,diss — =
PHTE T b HTF

(24)

Here, the bulk heat transfer fluid temperature Ty, 7 is the tem-
perature at which viscous heat is added to the flow. It is estimated
to be the average between the initial and final states. Since the
heat transfer fluid, on average, does not undergo a large tempera-
ture change, this assumption should be regarded as accurate to
within at least a few hundredths of a percentile:

T _ Tinipre + Tonte
BHTE= —

In addition to the viscous dissipation, entropy is also generated
from heat transfer to the capsules. The equation for this mode of
generation is given by the summation of all entropy changes
within the insulated system, which arises as a result of pure heat
transfer (and not viscous dissipation):

Tin+ AT

Sgen,trans = MuTeChitr |n< ) +ASpyc + ASpew (25)

in

where

T-f,Pvc
ASpyc = MpvcCryc In(_—
Tinipve

and

L Tini T
ASpem = mPCMl_ T_f +G; |n(m.;_'—mew) +Cy |n(_—3f>:|
S S

Ttpcm
Here, AT is the change in temperature that is brought about by
heat transfer, which changes the total system energy:

AT = _ABys

MyreChre

So, the above equations, in conjunction with Eg. (20), finally al-
low the destroyed exergy to be calculated. However, in Egs. (24)
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and (25), the total mass of HTF must be evaluated. To do this, the
overall solidification time for each process At is multiplied by the
mass flow rate of the entering heat transfer fluid. Since the inlet
velocity of the fluid is specified, the total mass of heat transfer
fluid used in each trial is very easily calculated under the constant
density assumption:

Mure = pTeYinAcrossAt (26)
where Ao 1S the cross-sectional area of the inlet.

The exergy balance equation can now be solved in full. The
intention for the current analysis is to define the exergy efficiency,
which is similar to the energy case, in that it is simply the ration of
the desired to required exergy contents. It is given as follows, and
to avoid cumbersome equations it will depend on the terms al-
ready outlined in this section.

desired exergy output =
{//: gy- p - '_‘des (27)
total exergy input Etot

where
= _ A - - - = A
Sdes= ABprr+ ASpemais T ABpvc — By and S = ABure
+ AEpcwm,dis T AEpvc

Now that the thermodynamic analysis of the system has been
attended to, the charge for the remainder of the analysis is to see
what effect the inlet heat transfer velocity and temperature, cap-
sule geometry, as well as the dead-state temperature has on the
following system performance criteria:

 solidification and melting times
« energy efficiency

« exergy efficiency, and

e exergy destruction

However, before these criteria can be calculated, the various cases
studied must be outlined, including the domain descriptions and
grid structuring procedures for each.

2.3 Domain Description. The capsules that will be consid-
ered here will be of spherical, cylindrical, and slab shapes, and
each will contain an equal amount of phase change material. For
the cases investigated here, the PCM volume is set at 268.1 c¢m?,
a value that was chosen to be quite close to capsule sizes used in
the industry today [23]. In addition to this, each capsule will be
enclosed by a PVVC shell with a wall thickness of 0.5 cm. This is
again chosen to be close to the industry standard, though most
companies keep shell material and dimensions a secret.

The capsules will then be tested according to geometry. The
spherical capsules will be compared with cylindrical and slab cap-
sules, each with an aspect ratio of 5, in order to determine the
dependence of geometry on performance. For the cylindrical cap-
sules, the aspect ratio is defined as the (streamwise) length to
diameter ratio. Likewise, for the slab capsule, the aspect ratio is
defined as the (streamwise) length to thickness ratio. For the slab
capsule, the cross-stream length is assumed to be equal to the
streamwise length, so the slab capsules are essentially a square-
topped capsule with side length equal to five times the inner cap-
sule height. Note that for all geometries, the aspect ratios are
defined according to the inner boundaries of the PVC, not the
outer. The dimensions of all capsules can be found in Table 2.

The spherical capsule domain, as seen in Fig. 2, will be defined
as a square cylinder, containing parts of four adjacent and touch-
ing PCM capsules. This is done to more correctly model the in-
teractions between spheres stacked in a large storage tank. The
eight corners of the square cylinder will be located at the centers
of eight far-field capsules to ensure that far-field considerations
are minimal. The velocity outlet is analogously defined.

The spherical domain was constructed using GAMBIT software,
and special consideration was taken when creating the grids. First,
since the gradients are usually strongest along the no-slip walls of
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Table 2 Geometric dimensions of the capsules used in this
analysis

Sphere
Inner radius (Riqner) (€M) 4.0
Outer radius (R,) (cm) 4.5
Slab
Length (Les) (cm) 11.025
Inner height (Htg jnner) (€M) 2.205
Outer height (Hts,) (cm) 3.205
Cylinder
Length (Le;) (cm) 20.435
Inner diameter (Dijnqer) (€M) 4.087
Outer diameter (D,) (cm) 5.087

a surface, the heat transfer fluid grids were created first, with
special care taken on the boundaries of the outer PCM walls. A
tetrahedral/hybrid element type was used for all elements in the
domain, including the heat transfer fluid due to the spherical na-
ture of the PCM capsules. The PCM and PVC zones were made
with a much more even distribution of volumes due in part to the

negating of convection within the PCM and to the unknown
liquid-solid interface location.

For the cylindrical capsules, the computational domain is simi-
larly defined. The domain is again a square cylinder, but in this
case it will contain one-quarter of four adjoining cylindrical cap-
sules. This is again done to more precisely model a packed bed of
touching cylindrical PCM capsules. The heat transfer fluid inlet
and outlet is then defined to be the area between capsules. The
geometric layouts for this domain can be seen in Fig. 3. Notice
that similar to the spherical capsule case, the inlet flow channel
has again been elongated in order to eliminate far-field boundary
effects.

The slab capsules were somewhat more difficult to envision
since there is no universally accepted gap thickness between cap-
sules for the HTF flow field. However, since thinner capsules will
need less heat flux through their surfaces to achieve solidification,
it was decided that the spacing should be proportional to the thick-
ness of the capsule itself. Therefore, the gap spacing is set to half
that of the outer capsule thickness for the main reason that it was
noticed that this thickness was large enough not to affect bound-
ary layer interaction between upper and lower slabs. For more of
a visual interpretation, the slab capsule domain is pictured in the
same way as was done for the other geometries in Fig. 4.

Once again, the grid construction procedures were done while

Fig. 2 Aukxiliary (a), front (b), and side (c) views of the spherical capsule domain

(b) (e

Fig. 3 Auxiliary (a), front (b), and side (c) views of the cylindrical capsule domain
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(c)

Fig. 4 Aukxiliary (a), front (b), and side (c) views of the rectangular prism (slab) capsule domain

taking attention to the PVC walls surrounding the heat transfer
fluid. As a result, the boundary layers were created with a signifi-
cant cell density in the boundary layer area of the flow field. The
heat transfer fluid grids were made with a hexahedron type cell, as
were all other zones, due to their rectangular prism shape. The
inlet flow channel is somewhat differently sized than the cylindri-
cal capsule domain, but far-field independence is nonetheless sat-
isfied and will be addressed in Sec. 2.4.

2.4 Model Independence Testing. As noted earlier, before
the results of the simulations can be taken seriously, a careful
investigation of the dynamics of the model must be undertaken.
Sensitivity tests, including grid sensitivity, time step indepen-
dence, and far-field boundary independence tests, must be com-
pleted and the model must perform in a satisfactory way for the
results to be meaningful. However, due to the longevity of pro-
ducing these results, the reader is referred to Ref. [24] for further
details, where a complete sensitivity analysis was completed on
the exact model used herein. The results of this test indicate al-
most complete independence of grid size, orientation, time step,
and far-field boundary conditions, which is why the geometries
were constructed in this way initially. In summary, and to avoid
cumbersome presentation of the many independence tests required
for a study of this magnitude, it can be said that the model be-
haves in an appropriate manner to be used in a numerical study of
this magnitude, and once again the much more detailed report in
Ref. [24] should suffice in lieu of presenting the results here.

The solutions obtained in this study were done so using 20 hp
workstation xw8000 computers in a computing laboratory at the
University of Ontario Institute of Technology. Each workstation
computer featured one 3.20 GHz Intel Xeon processor, equipped
with 4.0 Ghytes of PC2100 DDR SD RAM. Though these com-
puters are quite powerful, the computational times for the various
trials were considerable, and typical computational times for each
trial were between 3 h and 5 h, depending on the geometry and
HTF characteristics.

3 Results and Discussion

Before charging into the results, a model validation must be
performed to ensure that the model is a viable simulation of real-
world processes. A similar experiment to the one here has been
performed by Ettouney et al. [25]. In this study, the process of
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both solidification and melting is observed in a small copper
sphere. The experiment was run with air as the HTF and paraffin
wax as the PCM. The properties of the paraffin wax given in this
study are outlined in Table 3. It should be noted that, since density
effects are assumed negligible, the average density was again
taken as the PCM density in the numerical solutions.

The experimental process in this study occurs as follows: The
air enters a cylindrical duct, initially at 296 K, which contains a
small copper sphere with an inner diameter of 3 cm. The capsule
has a wall thickness of 1.2 mm and contains the paraffin wax
PCM. The air has an inlet temperature of 333 K and an inlet
velocity of 10 m/s. Thermocouples are placed at different angles
with respect to the inlet flow direction along the inner diameter of
the sphere, and the transient temperature profiles are recorded. A
small opening is left on the top of the sphere to allow for PCM
expansion.

Once total melting of the PCM has occurred, and the tempera-
tures are close enough to the flow temperature (at t=1120 s), the
inlet temperature is changed abruptly back to 296 K until com-
plete resolidification is observed. The results can be seen in Figs.
5-7 for angles of 0°, 90°, and 180°, respectively, for the experi-
mental and numerical solutions.

In viewing Figs. 5-7, it can be observed that the numerical and
experimental temperature profiles do not exactly match, and this
might be due to a number of factors, including contact resistance,
small effects produced by the thermocouples embedded in the
PCM, and possibly convection effects in the PCM. However, the

Table 3 Thermophysical properties of the paraffin used in the
model validation

Solidification temperature (K) 321.51
Latent heat L (kJ/kg) 210
Solid density p (kg/m?3) 860
Liquid density p (kg/m?3) 780
Solid specific heat C (kJ/kg K) 2.9
Liquid specific heat C (kJ/kg K) 2.1
Dynamic viscosity w (kg/ms) 0.15
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Fig. 5 Numerical and experimental temperature profiles at the
front of the sphere (#=0 deg)

solidification and melting times, as well as the overall heat trans-
fer rates, were of utmost importance to inspect, and the following
results can be summarized.

e The time required for the PCM to completely melt was very
close in both the experimental and numerical cases. Com-
plete melting was reached in 600 s experimentally, while in
the numerical solutions complete melting was reached in
615 s, within 97.6% of the expected melting time.

» Once solidification was initiated in the experimental unit, an
additional 280 s was required to complete solidification.
This is again very close to the numerical value of 285 s, to
within 98.2%.

These similarities between numerical and experimental results are
encouraging since the purpose of this paper is not to inspect the
melt front but to simulate the heat transfer and viscous forces
between the PCM capsule and the flowing HTF.

Because there are no experimental validations known to the
author that track the solidification and melting times in cylindrical

0 = 90° (Side of Sphere)
340
330

o Ettouney[22]|__|
\ —— Numerical
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Fig. 6 Numerical and experimental temperature profiles at the
side of the sphere (=90 deg)
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Fig. 7 Numerical and experimental temperature profiles at the
back of the sphere (=180 deg)
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and rectangular capsules in a cross flow, the other geometries
cannot be similarly validated. However, since the numeric proce-
dures in all cases are identical, and since the experimental and
numerical solution temperatures, solidification times, and melting
times are very close, the model should be assumed accurate for all
geometries explored in this study. With this in mind, and now that
the model has been properly validated, the results of the solutions
for the discharging processes can now be examined in full.

For the discharging process in question, the algorithm was run
until the liquid fraction B=1 everywhere in the PCM. Note that
the reference temperature T.. is set at 298 K to simulate cold
storage in a warmer region. While the reference temperature will
remain constant at this value for the bulk of the analysis, the effect
of varying this reference temperature on the performance of the
charging and discharging processes will be discussed in due time.

Three separate flow rates are used in this study:

e Q;=8.7x107* m¥/s
e Q,=1.74%X107% m3/s
* Q3=2.61x10"% md/s

These flow rates were chosen to be small enough so that they
could easily be attained in a storage tank of like capsules. If the
algorithm flow rates were too high, they would not be a reason-
able estimate of the pumping requirements of a real-world storage
system. It is summarized that these three flow rates, when set into
rows of a hundred capsules or so, would generate a required
pumping flow rate of around 8.7-26.1 I/s, which is not unreason-
able for large pump flow rates with relatively small pressure
heads.

Aside from the flow rates, the inlet HTF temperatures are also
varied and were chosen to vary between 275 K and 279 K. Since
heat will be transferring to the capsules during this process, there
will inevitably be a large variation in the HTF temperature, and
the heat transfer fluid is likely to vary within these ranges at some
point in the storage tank. The temperatures used here are attempt-
ing to duplicate real scenarios; at the storage tank outlet, the HTF
temperature will most likely be much closer to the solidification
temperature of water due to the cooling effect of the capsules on
the HTF. Since the remainder of the inlet and boundary conditions
has been met, the results of the charging process for all flow rates,
inlet HTF temperatures, and geometries were simulated. With
three flow rates, three geometries, and five inlet temperatures, this
amounts to 45 total simulations.

3.1.1 Discharging Times. The easiest and most explainable
observations of the processes are the discharging times. For each
simulation, the total time taken for the liquid fraction to reach a
value of 1 was monitored, and the results are displayed in Table 4,
with the shortest and longest times highlighted.

Upon inspection of Table 4, three main findings can easily be
addressed. The first is the impact of inlet temperature on solidifi-
cation time; as the inlet temperature increases, the solidification
time decreases. This is due to the larger temperature gradients that
exist between the capsule and the HTF when the inlet temperature
is lowered. This is as expected since Newton’s law of cooling
states that the rate of heat transfer between an object and a con-
vective flow is proportional to the difference between the surface
temperature and the flow temperature. The second main finding is
the fact that the flow rate, Q, has little relative effect on the dis-
charging times. It was expected that, when increasing the flow
rate, the convective heat transfer coefficient between the HTF and
the ice capsules would greatly increase. However, even after dou-
bling and tripling the flow rate from Q; to Q, and Qs, the overall
charging times lowered, but not by any significant amount. The
effects of flow rate on other system properties, including effi-
ciency and destroyed exergy, will be more apparent, but will be
discussed in more detail with the results of the performance in-
vestigations. The last note to discuss when assessing the charging
times is the effect of geometry. It can be seen above that the
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Table 4 Discharging times for all geometries, according to geometry, flow rate, and inlet HTF

temperature
Inlet HTF temperature
(K)
Geometry Flow rate 275 276 277 278 279
Spherical Q1 1782.5 1412.0 1226.5 1116.0 1037.5
Q2 1756.0 1395.0 1215.0 1106.0 1028.5
Q3 1724.0 1384.5 1210.0 1102.0 1025.5
Cylindrical Q1 1130.4 924.3 803.3 722.3 663.8
Q2 1076.4 882.9 769.5 693.9 639.5
Q3 1048.5 861.8 752.0 678.6 626.0
Slab Q1 899.0 706.5 594.5 522.0 469.0
Q2 882.5 694.5 584.0 514.5 462.0
Q3 874.5 689.0 579.5 510.0 458.5

fastest solidification times occurred with the slab capsule, fol-
lowed by the cylindrical and lastly the spherical capsule. This
effect points out an important note about surface area when deal-
ing with convective heat transfer. The spherical capsule, which
has the least amount of surface area, has the least desirable heat
transfer characteristics. Since the heat transfer between any two
bodies depends on the temperature difference (addressed above)
and the area connecting the two bodies, it is expected that these
phenomena occur.

3.1.2 Energy Efficiency. One of the more important articles to
be addressed following numerical solutions is the overall energy
efficiency. However, before assessing the values, a few remarks
must be made. First, it was noticed that the energy efficiencies are
extremely high; all efficiency values, regardless of geometry, inlet
HTF temperature, or flow rate, are well above 99%. Though these
values are indeed quite high, they are certainly not unexpected.
The energy efficiency is, by definition, the ratio of the desired to
the required energy amounts. However, the difference between
these two values is a sole result of the viscous dissipation in the
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fluid. This value, which is analogous to a pressure loss within the
fluid, is important when designing systems like these; however, it
is quite insignificant when compared with the thermal energy
stored in the water and in the PCM, which explains the remark-
ably high efficiency values. The reason why the normalized en-
ergy efficiencies were adopted was so that a closer inspection of
the differences can be observed.

It is also important to note that real-world systems may have a
lower efficiency value due to heat leakage into the storage tank
from the ambient. However, the flow fields inside the system, and
the resulting head loss due to interior flows, are equally important
to designers. The comparisons are made in this study to determine
the best possible conditions for storage and retrieval of latent ther-
mal energy when the capsule tank is sufficiently insulated. The
energy efficiencies were then calculated according to the pre-
scribed equations and can be seen in Fig. 8 for the three flow
rates.

Other than the very high efficiencies resulting from these solu-
tions, it should be apparent that efficiency decreases when chang-
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Fig. 8 Normalized energy efficiency values (in percent) for flow rates of (a) Q;=8.7X10™* m?3/s,
(b) Q,=1.74X107% m3/s, and (c) Q3=2.61X10"% m%/s
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Table 5 Inlet velocities for the three geometries according to

flow rate
Q, velocity Q, velocity Qs velocity
(m/s) (m/s) (m/s)
Spherical 0.050 0.100 0.150
Slab 0.049 0.098 0.148
Cylindrical 0.157 0.313 0.470

ing geometry from slab to sphere to cylinder, that efficiencies
decrease along with increased HTF flow rate, and that they in-
crease when inlet HTF temperature is increased. All of these phe-
nomena can be attributed to viscous heating effects since this is
the only energy loss occurring during the discharging process.

The viscous heating effect, or viscous dissipation, is a result of
shear stresses in the fluid domain. When there are velocity differ-
ences in a fluid, there will always be friction between adjacent
molecules traveling at different speeds, which give rise to heat
generation. However, due to the first law of thermodynamics, heat
cannot simply be generated without an energy transfer across sys-
tem boundaries; it must be transferred from existing energy
sources. This is why the pressure decreases along any duct or pipe
flow.

For faster moving flows, this shear stress becomes much larger,
just as brake pads on an automobile develop more frictional heat
during high-speed stops. Geometry plays a factor as well; for
ducts or flow channels that are highly irregular and change the
momentum of a fluid considerably, such as pipe elbows or valves,
the velocity gradients and hence frictional heating can increase
significantly. However, it is the flow speed that gives rise to the
greatest efficiency changes, and inspection of Table 5 further
proves this argument.

It is quite apparent that the inlet HTF velocities increase with
increased flow rate and that they increase from the slab capsule to
the spherical to the cylindrical capsules. This shows why viscous
heating is greater (and why efficiencies are less) when changing
geometry and flow rate.

When comparing efficiency across HTF inlet temperatures, the
trends are similarly explained. From Egs. (14) and (15), it can be
summarized that the greater the volume of HTF flow that is used
in the discharging process, the greater the viscous dissipation
term. Therefore, the inlet HTF temperatures, which achieve com-
plete melting in the lowest times (see Table 4), will realize the
lowest amount of viscous dissipation. Therefore, the higher inlet
temperatures experience the highest energy efficiency values.

3.1.3 Exergy Efficiency. Exergy analyses can be more helpful
than energy in a number of ways since they assess both the quan-
tity and the usefulness of energy. Cold exergy is an excellent
example since exergy analyses treat “cold” as a useful commodity
due to the inclusion of ambient temperature effects.

The term “cold energy” seems somewhat contradictory. The
change in energy from a solid to a liquid state in water is inher-
ently negative, while the change in exergy (given a reference tem-
perature higher than the solidification temperature) is actually
positive. This is due to the usefulness of the stored energy. If the
temperature of the thermal storage strays farther away from the
ambient, the change in exergy is positive since it becomes more
useful. Analogously, if its change in temperature moves toward
the ambient, the exergy change is deemed negative. This is an
interesting and certainly useful impact of the exergy analysis. For
example, a block of ice at 0°C, placed in a room at 20°C, cer-
tainly has cooling potential in both the energy and the exergy
sense. However, if the room temperature is reduced to 1°C, the
exergy content of the block of ice would greatly decrease since the
potential for the thermal storage has lessened. However, in the
energy sense, the block of ice would have the exact same amount
of latent energy to receive from the ambient, which can be mis-
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leading, since the cooling potential of the block of ice is only
useful in the 0—1°C temperature range. It is for this reason why
exergy analysis for cold TES is more useful. They can provide
much more insight into the actual performance of the system by
treating cold as a useful quantity. So, the exergy efficiencies, like
the energy efficiencies, were calculated for each flow rate, inlet
temperature, and geometry, and the results can be seen in Fig. 9,
once again grouped by flow rate.

When looking at Figs. 8 and 9, a number of differences can be
seen: The first major difference is the efficiency values; although
all energy efficiencies are well over 99%, the exergy efficiencies
attained are much lower, ranging from around 72% to just over
84%. The reasons for the much lower exergetic efficiency are
twofold: because of the decrease in storage quantity and because
of the increase in losses when compared with the analogous en-
ergy quantities.

Equation (19) can explain why the required content is much
less in the exergy sense than in the energy sense. For the discharg-
ing process, the required content is simply the cold energy (or
exergy) contained in the PCM and PVC, most of which is con-
tained in the cold ice region. From comparing Egs. (19) and (12),
it is most apparent that the exergetic content for the cold PCM is
much less due to the inclusion of the ambient temperature in the
equations. This inclusion allows for the thermal store to be evalu-
ated on both quantitative and qualitative bases. The losses in the
system are also much greater in an exergy sense than in an energy
one, and this can be proved by viewing Egs. (21)-(25). In the
energy sense, the only loss the system incurs is due to viscous
heating, as in the right hand side of Eq. (11). However, in the
exergy analysis, there is another mode of loss—entropy genera-
tion due to heat transfer and phase change. Whenever exergy is
transferred from a high quality source to a lower one, exergy is
destroyed. This is due to the difference in exergy between the
initial and final states and, simply put, means that the ice store is
at a higher exergy state than the mass of heat transfer fluid and
capsule after discharging. It is analogous to the case where a cube
of ice is allowed to melt in a glass of lukewarm water. Although
the water is somewhat colder after melting, the overall exergy
content is less afterward, which can be linked to irreversibility.
These ice melting processes are not reversible in that the ice can-
not be recreated without the addition of work or a heat sink to the
glass. So, a loss of exergy is incurred, which cannot be explained
through energy analyses alone, and this is the main reason why
exergetic efficiencies for melting processes like this are much
lower than their energetic counterparts.

Other than the much lower exergy efficiencies, a few other
points can be inferred from Fig. 9, some of which are in stark
contrast to the energy efficiency results in Fig. 8. The first major
difference is that exergy efficiency decreases with increased inlet
HTF temperature, which is the opposite effect of that shown by
energy analyses in Fig. 8. The second is that efficiency values do
not vary in the same way when compared by geometry, and the
third note about Fig. 9 is that exergy efficiencies tend to decrease
with increased flow rate. All of the above are readily explained
once the exergy destroyed terms are inspected since the only
terms in Eq. (27), which will change by any significant amount
when the above variables are changed, are the destroyed exergy
terms.

When inlet HTF temperature increases, the destroyed exergy is
decreased due to a significant decrease in entropy generation.
Since there are essentially two modes of entropy generation that
lead to destroyed exergy, one will undoubtedly be the dominant
term, and in this case it is always the entropy generated from heat
transfer and phase change. When the inlet HTF temperature is
lowered, Eq. (25) becomes much lower, meaning that these lower
inlet temperatures are able to extract more high quality exergy due
to the average change in temperature of the HTF, which increases
its quality. When the HTF inlet temperature is lowered closer to
that of the solidification temperature of water, more mass is re-
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quired to extract the cold exergy contained in the PCM, and the
quality of the HTF is increased as well due to the nature of Eq.
(25). Since the inlet temperature is lowered, the temperature dif-
ference of the HTF has more of an effect, which raises the exergy
gain of the HTF. In short, this result suggests that melting of a
solid in a superheated liquid is more efficient when the liquid
temperature is lower or closer to the solidification temperature.
When the HTF flow rate is increased, the exergy efficiency
decreases as well due to the same reasons as discussed when
addressing HTF temperature. The overall mass of HTF used in
Eq. (25) is greatly increased; however, the temperature difference
observed by the HTF is decreased, and the exergy gain is not as
effective. So, although the captured exergy by the HTF can seem
to be greater because of the increased mass of HTF, it is actually
less because the HTF flow temperature difference is much lower.
Finally, when compared across geometry, it can be inferred that
the spherical capsules are the most efficient exergetically, fol-
lowed by the cylindrical and lastly the slab capsules. Although the
exergy destroyed through viscous dissipation is much greater for
the spherical and cylindrical capsules than for the slab capsules,
this mode of loss is once again much less than the losses incurred
through entropy generation. By viewing Table 4, it is quite appar-
ent that the most desirable geometry in terms of charging times is
the slab capsule. However, due to the nature of Eq. (25), in order
to capture as much exergy as possible from the capsule, either the
temperature difference of the HTF or the total mass of the HTF
must be increased. By viewing the exergetic results of Fig. 9, it is
shown that the total mass of HTF is more dominant. For example,
the slab capsules have the lowest charging times, suggesting that
they have the greatest HTF temperature difference, while for the
spherical capsules, which attain the highest charging times, the
HTF temperature difference would be quite small comparatively.
Since the spherical capsules attain the highest exergy efficiency
values, it is clear that it is more desirable to melt slower, which
lessens the quality gain in the mass of HTF. This suggests that, at
least in this case, it is more desirable to melt ice using a larger
mass of HTF than a smaller mass, which would achieve a greater
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temperature difference.

Another important criterion, which must be taken into consid-
eration, is the variance in exergy efficiency when ambient condi-
tions change. Since ambient temperatures are intrinsic to the ex-
ergy analysis, it is always interesting to note how these values are
affected when the dead state or ambient temperature is changed.
So, as an example, the spherical capsules were chosen with flow
rate Qs, and the exergy efficiencies were monitored while the
ambient temperature was varied from 275 K to 320 K. The results
can be seen in Fig. 10. One immediately notices that the energy
efficiency remains unchanged when the ambient temperature is
changed, and this is a result of the independence of the energy
analyses on the ambient conditions. However, in cold TES exergy
analyses, the reference temperature is actually very important
since it governs the potential of thermal storage. Figure 10 accu-
rately reflects this, and as dead-state temperatures increase, the
exergy efficiencies increase along with it. This is due to the fact
that the stored exergy content becomes much larger for larger
dead-state temperatures, while the destroyed exergy content is
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Fig. 10 Effect of dead-state temperature on exergy and nor-
malized energy efficiencies for the spherical geometry with a
flow rate of Q3=2.61X 1073 m3/s
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Fig. 11 Exergy destruction with respect to the dead-state tem-
perature; the spherical geometry with a flow rate of Q;=2.61
X107% md/s is shown

largely unaffected (see Fig. 11).

At first glance, it may be compelling to dismiss the destroyed
exergy amounts as quite small since their values are only in the
order of a few thousand joules. However, these losses can add up,
and it helps to consider what kinds of losses can be expected in a
storage tank of a few thousand capsules for a modest daily cooling
load. To illustrate this, the cylindrical geometry was chosen with a
flow rate of Q3, and destroyed exergy contents for storage tanks
with capsules of either 1000 or 5000 are shown in Fig. 12. In
inspection of Fig. 12, it is quite apparent that the destroyed exergy
contents do indeed become quite for larger storage tanks. It is for
this reason why exergy analyses should be implemented during
design and before building systems since large system losses can
be avoided by choosing the correct inlet HTF temperatures, flow
rates, and capsule geometries.

In summary, the most important factor regarding exergy effi-
ciency was found to be the inlet HTF temperature. By regulating
the temperature—and hence quality—of the entering HTF fluid,
large gains in efficiency can be realized. In addition, it was also
found that having a slower HTF flow rate also increased the effi-
ciency in all cases, though the efficiency gains were not as large as
when the inlet temperatures were varied. The spherical capsules
were found to be the most efficient exergetically, and one final
note should be made about this particular geometry. Spherical
capsules have been used in the encapsulated ice TES industry for
a number of years and have many advantages in storage systems.
They can be manufactured to be of any size, require no internal
structure, and can be packed fairly efficiently at random. Even
though energetically the slab capsules proved to be the most effi-
cient, the quality of the thermal storage is not taken into effect,
and the spherical capsule geometries should remain most efficient
for discharging processes such as these.

4  Conclusions

In this paper, the process of melting in some common encapsu-
lated ice TES geometries has been modeled and simulated using
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Fig. 12 Exergy destroyed contents for the cylindrical geom-

etry, experiencing a flow rate of Q;=2.61X10"° m?/s in a bed
of 1000 or 5000 capsules.
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the commercially available FLUENT 6.0 software for computational
fluid mechanics and heat transfer. Spherical, slab (rectangular),
and cylindrical capsules were investigated and modeled to be in a
packed bed of like capsules. The model was validated and found
to be in good agreement with experimental results. Following this
validation, simulations were performed while varying the inlet
HTF temperature, flow rate, and reference temperature. The inlet
HTF temperature was varied from 275 K to 279 K, the flow rate
was varied from 0.87 I/s to 2.61 I/s, and the reference temperature
was varied from 275 K to 320 K.

A detailed analysis was then performed after an adequate
amount of data was obtained to facilitate calculations. Perfor-
mance criteria that were observed include melting times, energy
efficiency, and exergy efficiency, and the following relationships
were concluded.

« Discharging times tended to decrease along with increased
inlet heat transfer fluid temperatures.

e The slab capsule, followed by the cylindrical and lastly the
spherical capsule, experienced the lowest discharging time.

« Flow rate has little effect on charging times when compared
with the effects seen by changing inlet HTF temperature, but
higher flow rates produced lower charging times.

e Increased heat transfer fluid temperatures corresponded to
increased energy efficiencies, but decreased exergy efficien-
cies.

e Increased flow rates correspond to decreased energy and ex-
ergy efficiencies.

e The slab capsule was most efficient energetically, followed
by the spherical and lastly the cylindrical capsule.

e Exergetically, the most efficient geometry was the sphere,
followed by the cylindrical and slab capsules.

« All energy efficiencies were over 99.98%, while exergy ef-
ficiencies varied from 72.75% to 84.45%.

< Energetically, the most efficient scenario was realized by the
slab capsule, with a flow rate of Q; and an inlet HTF tem-
perature of 279 K, which produced an efficiency of well
over 99.99%.

« Exergetically, the best scenario was the spherical capsule,
with a flow rate of Q; and an inlet HTF temperature of 275
K, which attained an efficiency of 84.45%.

e The least efficient capsule energetically was the cylindrical
capsule, with a flow rate of Qz and an inlet HTF temperature
of 275 K, which attained a minimum efficiency value of just
over 99.98%. Exergetically, the least efficient capsule was
the slab capsule, with a flow rate of Q; and an inlet HTF
temperature of 279 K, corresponding to a minimum exergy
efficiency of 72.75%.

« The destroyed exergy due to viscous dissipation was far less
than the exergy destroyed due to entropy generation result-
ing from heat transfer accompanying phase change.

Lastly, the effect of the dead-state (or reference) temperature is
very interesting to note. It was noticed that while the reference
temperature had absolutely no effect on the energy efficiency, the
exergy efficiency was drastically improved by increasing the
dead-state temperature. The opposite effect was also true; a low-
ering of the reference temperature produced much lower exergy
efficiencies. This is due to the quality of the latent storage. For
higher reference temperatures, the latent heat storage is much
higher, which produces much higher efficiencies since the exergy
destroyed term is largely unaffected by reference temperature in
comparison.

In summary, in any cold thermal energy storage analysis, it is
clearly more advantageous to consider exergy analysis to correctly
determine the system performance. Using energy analyses alone,
designers may not seek to improve design since all processes may
appear to be over 99.9% efficient. However, using exergy analysis
this has proved to be false and, in fact, a great deal of losses can
be observed by varying something as simple as the inlet flow rate
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or temperature of the HTF. For these reasons, only when exergy
and energy analyses are used together can a better picture of the
system dynamics be realized.
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Nomenclature

= specific heat capacity (J/kg K)

= diameter (m)

= total energy (J)

= wall facet

= sensible enthalpy (J/kg)

= total specific enthalpy (J/kg)

= height (m)

= unit normal vector in the x-direction

= unit normal vector in the y-direction
= thermal conductivity (W/m K)

= unit normal vector in the z-direction
= Latent heat (J/kg)

= length (m)

= mass (kg)

= normal vector

static pressure (kg/m s?)

= guessed pressure field

= average pressure (kg/m s?)
= total pressure (kg/m s?)
= radius (m)

= entropy (J/K)

= time (s)

= temperature (K)

= average temperature (K)
= x-velocity (m/s)

= internal energy (J/kg)

= y-velocity (m/s)

= velocity (m/s)

= volume (m3)

velocity (m/s)
= z-velocity (m/s)

Greek Letters

B = liquid fraction
= dummy variable
“change in”
energy efficiency
normalized energy efficiency
dynamic viscosity (kg/m s)
total exergy (J)
density (kg/m?3)
dissipation function
exergy efficiency
differential “del” operator
“is an element of”
“is not an element of”
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Subscripts

o = dead-state

b = bulk

¢ = centroid

C = cylinder

ch = charging

cross = cross-sectional

cyl = cylinder

d = destroyed
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D = diameter
des = desired
dis = discharging
diss = from viscous dissipation
f = final
gen = generated
HTF = heat transfer fluid

i = ice
in = inlet
ini = initial

inner = inner

| = latent portion
ns = no shear
O = reference environment
out = outlet
PCM = phase change material
PVC = polyvinyl chloride
S = slab
sf = solidification
slab = slab (rectangular capsule)
sys = system

tot = total
trans = from heat transfer
w = water
wa = wall
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Modeling Electron-Phonon
Nonequilibrium in Gold Films
Using Boltzmann Transport Model

Ultrashort-pulsed laser irradiation on metals creates a thermal nonequilibrium between
electrons and the phonons. Previous computational studies used the two-temperature
model and its variants to model this nonequilibrium. However, when the laser pulse
duration is smaller than the relaxation time of the energy carriers or when the carriers’
mean free path is larger than the material dimension, these macroscopic models fail to
capture the physics accurately. In this paper, the nonequilibrium between energy carriers
is modeled via a numerical solution of the Boltzmann transport model (BTM) for elec-
trons and phonons, which is applicable over a wide range of lengths and time scales. The
BTM is solved using the discontinuous Galerkin finite element method for spatial dis-
cretization and the three-step Runge—Kutta temporal discretization. Temperature depen-
dent electron-phonon coupling factor and electron heat capacity are used due to the
strong electron-phonon nonequilibrium considered in this study. The results from the
proposed model are compared with existing experimental studies on laser heating of
macroscale materials. The model is then used to study laser heating of gold films, by
varying parameters such as the film thickness, laser fluence, and pulse duration. It is
found that the temporal evolution of electron and phonon temperatures in nanometer size
gold films is very different from the macroscale films. For a given laser fluence and pulse
duration, the peak electron temperature increases with a decrease in the thickness of the
gold film. Both film thickness and laser fluence significantly affect the melting time. For
a fluence of 1000 J/m?, and a pulse duration of 75 fs, gold films of thickness smaller
than 100 nm melt before reaching electron-phonon equilibrium. However, for the film
thickness of 2000 nm, even with the highest laser fluence examined, the electrons and
phonons reach equilibrium and the gold film does not melt. [DOI: 10.1115/1.3111258]

1 Introduction

The physics of short-pulse laser heating of metallic films is very
complex and has been the subject of many investigations [1-9].
During pulsed laser irradiation of metal films such as gold, the
electron-photon interaction time is very short, on the order of
femtoseconds, compared with electron-phonon interaction time,
which is on the order of picoseconds. Due to this, it has been
assumed that the incident photon energy of the laser beam is ab-
sorbed instantaneously by the free electrons of the metal and is
confined close to the surface. Hence, a strong nonequilibrium be-
tween the energy carriers, namely, the electrons and phonons, is
created in this process [1,4]. The thermal energy possessed by
these “hot” electrons diffuses deeper into the film while colliding
with the phonons and subsequently transferring a portion of their
energy to the lattice through inelastic electron-phonon collisions.
However, when the laser pulse duration is smaller than the relax-
ation time of the energy carriers or when the carriers’ mean free
path (MFP) is larger than the material dimension, the macroscopic
models fail to accurately capture the nonequilibrium between the
energy carriers [1,2,10,11]. Kaganov et al. [12] was the first to
theoretically evaluate the thermal coupling between electrons and
phonons by considering separate electron and lattice temperatures
in metals. A phenomenological parabolic two-step heat conduction
model was pioneered by Anisimov et al. [13] and advanced later
by Fujimoto et al. [14]. The two-temperature model has been vali-
dated by experiments for gold films [3,14,15]. Qiu and Tien [1]
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derived a more rigorous hyperbolic two-step radiation heating
model based on quantum mechanics. But in this model, phonons
act only as a reservoir and do not transport energy. To incorporate
the contribution of phonons to thermal transport, Chen and Beraun
[6] extended the model of Qiu and Tien [1] to include the relax-
ation behavior of phonons by solving a hyperbolic conduction
equation for phonon transport. Although, this model incorporates
the contributions of both the charge carriers to heat transport, it
does not include the dynamics of interaction between the charge
carriers. Therefore, the phenomenological models based on either
the Fourier or Cattaneo equations cannot be used to describe heat
transfer in highly nonequilibrium situations, as seen in the case of
nanometer thin metallic films irradiated with laser pulse durations
comparable to the electron-phonon relaxation time. In order to
model this nonequilibrium accurately, the interaction between the
energy carriers have to be captured by solving the coupled Bolt-
zmann transport equations (BTEs) for the electrons and phonons
[10,11]. The BTE can be used to model heat transport over a wide
range of lengths and time scales. In most of the previous studies
of pulsed laser interactions with gold films, a constant value of
electron-phonon coupling factor has been used [2,4,6]. However,
recent numerical and experimental studies [9,16] suggest that the
applicability of the constant electron-phonon coupling may be
limited to low electron temperatures corresponding to low laser
fluences in noble metals. Lin et al. [16] also showed that in gold
for electron temperatures higher than 3000 K the electron heat
capacity does not follow a linear temperature dependence due to
the participation of d-band electrons. The increase in electron-
phonon coupling factor with temperature and the deviation of
electron heat capacity from the linear approximation for gold are
computed by Lin et al. [16]. The main objective of the present
study is to model the laser heating of gold films by solving
coupled BTEs describing the electron and phonon energy densi-
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Table 1 Characteristic length and time scales

N A L tp Toe Ty
(nm) (nm) (nm) Kn (ps) (ps) (psg
0.5 20 20-2000 1-001  005-10  0.04 0.8

ties. Emphasis is placed on studying strong nonequilibrium cre-
ated during the interaction of femtosecond pulse duration laser
with nanometer size films. The temperature dependent electron
heat capacity and electron-phonon coupling factor of Lin et al.
[16] are used. A parametric study is conducted for gold films to
study the effect of film thickness, laser pulse duration, and fluence
on the electron-phonon nonequilibrium characteristics.

2 Theory

In this section, the problem description, details of the Boltz-
mann transport model, calculation of electron and phonon thermal
properties, and the computational methodology are discussed.

2.1 Problem Description. The electron-phonon interactions
are studied by applying a laser beam with a wide range of pulse
durations and fluences to a gold film with thicknesses in the range
of nano- to micrometers. The laser beam diameter is much larger
than the optical and electron penetration depths, and hence a one-
dimensional model can describe the physical problem [1]. The
mathematical expression for the laser heat source is given as [1,6]

1-R
S(x,t) = \/E b e 0B 21ty (1)
T 0

where ¢ is the fluence carried by the laser pulse, R is the reflec-
tivity, t, is the laser pulse duration defined as full width at half
maximum of the laser pulse shape, & is the optical penetration
depth, x is the depth measured from the front surface, S=4 In(2).
For gold, the typical value of & for visible light of wavelength
550 nm is 15.3 nm. The reflectivity of gold is dependent on the
film thickness and is calculated from the expression for reflectiv-
ity of thin films given by Abelés [17]. From Eq. (1), the peak of
the laser intensity occurs at time t=2t,,

Table 1 shows the characteristic length and time scales involved
in the problem. These are the physical scales that affect energy
transfer between the carriers. For metal thicknesses less than the
phonon wavelength A, wave effects may play a dominant role,
which are neglected by the Boltzmann transport model. The re-
gimes of heat transport can be classified based on the phonon
Knudsen number Kn defined as the ratio of phonon mean free
path to the metal film thickness. Thus, a Kn of 1 indicates nano-
scale regime while a Kn of 0.01 indicates the macroscale or Fou-
rier regime. The electron-electron collision time 7,_.=40 fs [6] is
comparable with the femtosecond laser pulse duration. On the
other hand, the phonon-phonon relaxation time 7,_,=0.8 ps [6] is
comparable with the picosecond pulse duration. The cases with
large Kn and femtosecond pulse duration represent strong non-
equilibrium between the energy carriers.

2.2 Boltzmann Transport Model. The electron-phonon in-
teraction in gold film is modeled via the Boltzmann transport
model (BTM) consisting of two coupled BTEs, one each for elec-
trons and phonons. The BTEs are formulated in the relaxation
time approximation to describe the energy densities of electrons
and phonons denoted by ue and u,, respectively. The electron or
phonon energy density is defined as the flux of energy per unit
volume and per unit solid angle in the direction s. The electron
energy density U, is related to its distribution function, f,
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Ue(r,s,t) =f (E = E)fe(r,s,t)De(E)dE (2)

where r denotes the position vector, (E-E;s) is the electron band
energy relative to the Fermi energy, and D¢(E) is the electron
density of states per unit volume. The equilibrium distribution of
electrons is represented by the Fermi-Dirac distribution [18].
Similarly, the phonon energy density uj, is related to its distribu-
tion function fj, [19] as follows:

up(r,s,) = > f fof o (r,s,H)Dy(w)dw (3)

where 7 is the Planck’s constant divided by 27, w is the phonon
frequency, Dy(w) is the phonon density of states per unit volume
and the summation is over the three phonon polarization modes.
The equilibrium distribution of phonons is represented by the
Bose—Einstein distribution [20].

The frequency independent BTM for coupled electron and pho-
non energy intensities can be expressed as [21,22]

M, ( a_u) Yo"V G(T-Ty) SO
at A\ ax Tle—e) 4 4
My, (M&_ug) _ Yeap) "YUy G(T~Tp) )
at P\ ax T(p-p) 4

Here the subscript e and p denote the electron and phonon, re-
spectively. The equilibrium energies are given by

1 1 2m 1 1 2m
Ueg(e) = ETJ;L UdQ  and U = E"f—lfo Upd€2
(6)

where u is the x-direction cosine. In Egs. (4) and (5), G is the
electron-phonon coupling parameter and represents the inelastic
scattering that drives the electrons and phonons to equilibrium. In
gold films, the value of G is nearly constant up to temperatures of
approximately 3000 K and significantly increases at higher tem-
peratures [16]. This is due to the participation of d-band electrons
in gold, which increases the number of carriers that can collide
with the lattice and transfer energy, thus increasing the electron-
phonon coupling factor at higher electron temperatures. The
electron-phonon coupling factor of gold as a function of tempera-
ture obtained from the electron density of states by Lin et al. [16]
is used in the present simulations to accurately model the cases
with strong electron-phonon interactions.

2.3 Electron and Phonon Properties. The solution to the
BTM requires knowledge of electron and phonon relaxation
times, group velocities, thermal conductivities, and heat capaci-
ties. For gold film, at high laser fluence, the electron temperature
can be of the order of its Fermi temperature of 64,200 K. At such
high electron temperatures, the assumption of linear dependence
of electron thermal conductivity on temperature does not hold
anymore. Therefore, a general expression to evaluate the electron
thermal conductivity K, which is valid over a wide range of elec-
tron temperatures, is considered here [23]

(92 +0.16)%4(9% + 0.44) 9,
=X
¢ 7 (92+0.092) V(D + )

where 9,=kpTe/Ef, 9= Ti/Ef, x=353 Wm™K™, and 7
=0.16 for gold. For high electron temperatures 9,> 1, the above
equation results in the well-known dependence KeTg’z, which is
valid for low density plasma. In the low-temperature limit 9
<1, the equation for K, reduces to the standard expression K,
=315T,/T, for gold. The temperature dependent electron heat ca-

pacity calculated by Lin et al. [16] is used instead of the linear

(@)
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relation C,=70T,. The electron relaxation time is assumed to be
constant and is given in Table 1. The electron velocity is calcu-
lated from the kinetic relation Ke:Cevgr(e_e)/& The values of
total thermal conductivity for gold ranging from room temperature
to the melting temperature are obtained from Refs. [24,25]. The
temperature dependent phonon thermal conductivity is calculated
to be 1% of the total thermal conductivity and the phonon specific
heat is calculated based on the Debye model. The relaxation time
for phonons is given in Table 1. The phonon velocity is obtained
from a similar kinetic relation expressed for electrons.

2.4 Computational Methodology. The coupled BTEs for
electrons and phonons are solved numerically using the Runge—
Kutta discontinuous Galerkin (RKDG) method [26-28]. The
RKDG method incorporates the local conservation property of the
finite volume schemes and the higher order accuracy of finite
element methods [26]. The DG methods have some attractive
properties that make them good alternatives to existing methods
for problems described using hyperbolic equations such as those
encountered in fluid flows or thermal radiation. These properties
include high-order local approximation using polynomials, ease of
parallelization, elementwise conservation, and geometric flexibil-
ity of conventional finite elements. High resolution temporal dis-
cretization is achieved using a four stage Runge—Kutta time step-
ping scheme that allows the RKDG method to be numerically
stable [27].

The RKDG scheme using piecewise constant Legendre polyno-
mials as basis functions is developed by the authors for the BTEs
for electrons and phonons [21]. Two Legendre bases involving the
piecewise constant and piecewise linear functions are used for
higher order spatial discretization. The angular discretization of
the BTEs is achieved using the “finite volume” method extended
to the angular space [29]. This allows for exact analytical evalu-
ation of the integrals in the BTEs without the use of quadratures.

A detailed spatial, angular, and temporal resolution study has
been performed to test for grid independence of the solution [21].
It is found that a spatial grid with 50 elements and an angular
decomposition with 30 elements provide the best resolution of the
temperature profiles. A temporal resolution study has also been
performed and a value of Courant number equal to 0.2 is found to
ensure accurate transient solution using the RK time stepping.

During the very short duration of laser heating, heat losses from
the front and back surfaces of the metal are found to be negligible
and hence treated as adiabatic. These surfaces are modeled as
specularly reflecting boundaries on which the following condi-
tions on electron and phonon thermal intensities are imposed:

Ue(ovﬂvt) = ue(O,— th), Ue(L,— ,U«,t) = Ue(L,,u,t) (8)

up(ovﬂvt):up(on_ﬂat): Up(L,—/.L,t) =up(Lert) 9)

where u is the x-direction cosine.

The initial energy densities for electrons and phonons are as-
sumed to be constants and are calculated at T=300 K. The energy
densities obtained from solving the BTEs are used to determine
the electron and phonon temperatures from

Te Tp

J CdT = ug(x, ) AQ J CodT =uy(x,0)AQ  (10)

0 0
where AQ =44 sin 6sin(0.5A6) is the volume of the “finite
angle.” The integrals in the equation above are evaluated using
trapezoidal rule and the temperatures are obtained iteratively us-
ing the bisection method. At nanoscales, the temperature, as such,
has no physical meaning except that it is an indicator of the local
energy density of the system.

3 Results and Discussion

The BTM is verified with the experimental result of Qiu et al.
[2], involving a 20 nm thick gold film, heated with a 100 fs laser
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Fig. 1 Nondimensional electron temperature profiles at the
front surface of a gold film for L=20 nm and ¢=13.4 J/m?

pulse having a fluence of 13.4 J/m2. Figure 1 depicts the calcu-
lated electron temperature profiles at the front surface compared
with the experimental data for different values of electron-phonon
coupling parameter G. The electron temperature is nondimension-
alized with its maximum value. The commonly used value of G
=2.6x10% W m=3 K1 for bulk gold is compared with the value
of 4.0x10% Wm™=K™ and with the temperature dependent
value for G obtained from Ref. [16]. The best agreement of elec-
tron temperature profile with the experiment is obtained for the
value of G=4.0x 10 W m=3 K™, A similar value of G has been
obtained experimentally for thin gold films [30]. Hence, for cases
with low laser fluences corresponding to electron temperatures
less than 3000 K, a constant coupling factor of 4.0
X101 W m~2 K1 is used while the temperature dependent value
of G from Ref. [16] is used for electron temperature above 3000
K.

The BTM is applied to the problem of laser heating of gold film
by varying different parameters and studying their impact on the
thermal transport in gold. The categories considered for the para-
metric study are summarized in Table 2. The values of film thick-
ness, laser fluence, and laser pulse duration have been chosen to
span a wide range of lengths and time scales over which BTM can
be applied. Three categories are considered. For each category
several simulations are performed. In Category 1, the effect of
film thickness in the range of 20-2000 nm is studied, keeping the
laser pulse duration and the fluence fixed at 75 fs and 1000 J/m?,
respectively. In Category 2, the effect of laser pulse duration in the
range of 0.05-10 ps is studied, keeping the thickness and the
fluence fixed at 20 nm and 1000 J/m?, respectively. The total
input energy obtained through the time integration of the laser
source in Eq. (1), is the same for both Categories 1 and 2. In
Category 3, the laser fluence is varied while maintaining the film
thickness and pulse duration fixed at 20 nm and 75 fs, respec-
tively. The pulse duration of 75 fs is comparable to the electron-

Table 2 Summary of parameters

L t, ¢
Category (nm) (ps) (J/m?) R
1 20-2000 0.075 1000 0.54-0.93
2 20 0.05-10 1000 0.54
3 20 0.075 10-1000 0.54
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Fig. 2 Temporal variation of temperature at the front surface
with film thickness for (a) electrons and (b) phonons; t,
=75 fs and ¢=1000 J/m?

electron collision time. The short-pulse duration and the high flu-
ence used in this study are chosen to create a strong
nonequilibrium between the energy carriers. The values of reflec-
tivity R, shown in Table 2, obtained from the expression of Abeles
[17], is between 0.54 and 0.93 depending on the gold film thick-
ness. The value of R for a film of thickness of 20 nm is 0.54 as
compared with 0.93 for L=2000 nm.

3.1 Temporal Characteristics of Electron-Phonon
Nonequilibrium. Figure 2 shows the temporal evolution of elec-
tron and phonon temperatures at the front surface of the gold film
for varying film thicknesses (Category 1 of Table 2). It can be
observed from Fig. 2(a) that due to the small heat capacity of
electrons as compared with the phonons, peak temperatures of
several thousand Kelvin is attained. For thicknesses smaller or
comparable to the electron mean free path of 20 nm, where diffu-
sion is negligible, the electron transport is almost entirely ballistic
inside the gold film. Also, for film thicknesses comparable to the
laser penetration depth of 15 nm, the entire film is heated up
uniformly. Therefore, it is observed from Fig. 2(a) that the peak
electron temperature approaches values in excess of 8000 K for
the smallest thickness and decreases with increasing film thick-
ness. For the metal thicknesses less than 100 nm, the electron
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Fig. 3 Temporal variation of temperature at the front surface
with pulse duration for (a) electrons and (b) phonons; L
=20 nm and ¢=1000 J/m?

temperature decays very slowly in time. This is primarily due to
the ballistic nature of electron transport. For these cases, the pho-
non temperature rises rapidly due to electron-phonon collisions
and approaches the melting temperature of 1337 K [4], as seen in
Fig. 2(b). Whereas, for thicknesses in the macroscale range, for
example, for L=2000 nm, the electron temperature approaches
the phonon temperature without the melting of the gold film. This
may be attributed to the faster rate of energy exchange due to
electron-electron collisions when the diffusion effects are domi-
nant. Figure 2(b) shows that phonon temperature increases very
rapidly for thin films. The kink in the phonon temperature profile
for L=20 nm case may be attributed to enhanced electron-phonon
interactions thereby increasing the slope of the phonon tempera-
ture before melting.

Figure 3, corresponding to Category 2 in Table 2, shows the
effect of varying the laser pulse duration on electron and phonon
temperatures when irradiated with a fluence of 1000 J/m?2. In all
these simulations, the metal thickness is kept constant at 20 nm.
For pulse durations shorter than the electron-phonon relaxation
time and comparable to the electron-electron relaxation time, a
strong nonequilibrium is created between the electrons and
phonons. Thus, for laser pulse durations shorter than or equal to 1
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Fig. 4 Temporal variation of temperature at the front surface
with laser fluence for (a) electrons and (b) phonons; L
=20 nmand t,=75 fs

ps, the electron temperature plotted in Fig. 3(a) decays slowly
before melting. The electron-phonon collisions significantly in-
crease for simulations with t, longer than 1 ps. This causes hot
electrons to transfer their energy directly to the phonons, which
leads to the melting of the film. From Fig. 3(b), it is seen that
increasing the pulse duration delays the increase in phonon tem-
perature similar to that observed for the electron temperature in
Fig. 3(a). The high phonon temperatures obtained with the laser
fluence of 1000 J/m? leads to the melting of the gold film for all
values of laser pulse durations.

The effect of varying the laser intensity on the electron and
phonon temperatures, Category 3 in Table 2, is shown in Fig. 4.
Larger values of fluence imply higher total energy input and there-
fore contribute to higher electron temperatures as seen in Fig.
4(a). This figure shows that for fluence of 1000 J/m? the maxi-
mum electron temperature increases beyond 8000 K, whereas for
a low fluence of 10 J/m? the maximum temperature only reaches
1000 K. Also, for laser fluences less than 500 J/m?, the electron
temperature reaches equilibrium with the phonon temperatures
without the melting of the gold film. From Fig. 4(b), it is seen that
the phonon temperature increases with the laser fluence due to the
coupling with electron temperature. The Kinks in the phonon tem-
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Fig. 5 Variation of maximum electron temperature with laser
fluence and film thickness for a pulse duration of 75 fs

perature, similar to that seen in Fig. 2(b) is observed for fluences
higher than 100 J/m?, whereas they are absent for the low fluence
cases. From this figure, it can be seen that the 20 nm thick gold
film melts when irradiated with a femtosecond pulse duration la-
ser of fluence greater than or equal to 500 J/m?.

The maximum electron temperature Te . is plotted as a func-
tion of the thickness as well as the laser fluence in Fig. 5. The
maximum electron temperature varies between 800 K to 9000 K
depending on the thickness and the fluence. Increasing the metal
thickness, while keeping the fluence fixed at 1000 J/m? causes
T, to decrease. For a thickness of 20 nm, the effect of increas-
ing fluence is to increase the maximum electron temperature.

For thicknesses less than 100 nm, t,=75fs and ¢
=1000 J/m?, the gold film melts before reaching electron-phonon
equilibrium. However, for thicker films the electron and phonon
temperatures reach a constant value at equilibrium. The phonon
Knudsen number for a thickness of 2000 nm is 0.01, which cor-
responds to the Fourier heat conduction regime. The equilibrium
time te, is defined as the time when the relative difference be-
tween the electron and phonon temperatures becomes less than
1%. For L=2000 nm, it is found that the smallest values of t,, are
achieved for the short-pulse duration and low fluence cases.

3.2 Spatial Characteristics of Electron-Phonon
Nonequilibrium. Figure 6 shows the spatial variation of electron
and phonon temperatures at time instants corresponding to the
initial transient and the time before melting. The temperatures are
compared for film thicknesses of 20 nm and 200 nm, respectively,
irradiated with a 75 fs laser pulse at a fluence of 1000 J/m?. The
time instant of 200 fs is the same for both film thicknesses, while
the time instants 1 ps and 9 ps are for thicknesses corresponding
to 20 nm and 200 nm, respectively. For the 20 nm film, at both
time instants, the electron and phonon temperatures show a
smaller variation inside the film when compared with the 200 nm
film. For film thicknesses comparable or smaller than the laser
penetration depth, the laser energy is deposited uniformly inside
the gold film as seen from Eq. (1). Also, for film thickness of 20
nm, which is comparable or smaller than the mean free path of the
charge carriers, the heat transport occurs ballistically. However,
for the 200 nm thick gold film, both ballistic and diffusive effects
contribute to the heat transport. At a time instant of 0.2 ps, hot
electrons dominate near the front surface of the 200 nm thick film.
Since the film thickness is much larger than the laser penetration
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Fig. 6 Spatial variation of (a) electron temperature and (b)
phonon temperature for t,=75 fs and ¢=1000 J/m?

depth, the electron temperature at the rear surface is not affected
by the laser. At this time, the phonon temperature is close to 300
K. From Fig. 6(a), it is observed that for L=200 nm, at a time
instant of 9 ps, the electron temperature shows a kink near the
nondimensional location of 0.2, corresponding to 40 nm. For axial
locations less than 40 nm the ballistic effects are dominant. How-
ever, for axial locations larger than 40 nm, the energy of the hot
electrons is depleted due to diffusion and hence less of it is trans-
ferred to the phonons resulting in a slower rate of decrease in the
phonon temperature as seen in Fig. 6(b). At this time, the electrons
thermalize rapidly resulting in a near uniform electron tempera-
ture inside the gold film. For the 20 nm film shown in Fig. 6,
melting occurs before the electrons and phonons reach equilib-
rium.

3.3 Melting Threshold Fluence. For laser microstructuring
applications that require high precision, determination of the melt-
ing threshold fluence ¢y, is of importance. For that reason, the
dependence of the absorbed threshold fluence on the film thick-
ness and laser pulse duration is shown in Fig. 7. The melting
threshold fluence is defined as the value of laser fluence at which
the phonon temperature reaches the melting temperature of gold.
Figure 7(a) shows the variation in melting threshold fluence with
the film thickness and the pulse duration for a laser pulse width of
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0.6 ps and film thickness of 200 nm, respectively. The melting
threshold fluence calculated using the BTM is in good agreement
with the experimental data of Stuart et al. [8]. From Fig. 7, it is
observed that the value of laser fluence required to melt the gold
film decreases with decreasing thickness. Unlike the strong varia-
tion of melting threshold with metal thickness, the variation with
pulse duration is relatively small. This behavior can be explained
from Fig. 3, where it was observed that irrespective of the laser
pulse durations used, the gold film melts for the fluence of
1000 J/m2. Figure 7(b) shows the plot of melting threshold for
highly nonequilibrium cases. The variation of melting threshold
with metal thickness and pulse duration is plotted for a pulse
width of 75 fs and for a film size of 20 nm, respectively. It is seen
from Fig. 7(b) that for the film thickness of 20 nm the melting
threshold values are smaller than the values of 200 nm film thick-
ness shown in Fig. 7(a). This may be due to an increase in the
electron-phonon nonequilibrium that causes the gold film to melt
at smaller values of ¢,. Unlike for the 200 nm thick film case, the
20 nm case shows a slight increase in melting threshold with
increasing laser pulse duration.
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4  Conclusions

The electron-phonon nonequilibrium due to laser heating of
metal films has been previously studied using the “two-
temperature” model and its variants. However, when the laser
pulse duration is smaller than the relaxation time of the energy
carriers or when the carriers’ mean free path is larger than the
material dimension, these macroscopic models fail to capture the
physics accurately. In this study, the BTM has been introduced to
study the electron-phonon nonequilibrium due to short pulsed la-
ser interaction with thin gold films. The BTM results are com-
pared with the previous experimental results of Qiu and Tien [1]
corresponding to a laser fluence of 13.4 J/m? and the best agree-
ment is obtained for a constant electron-phonon coupling factor of
4 10%, Thus for electron temperatures less than 3000 K, this
value of the coupling factor is used with the BTM while at higher
temperatures, the temperature dependent coupling factor calcu-
lated by Lin et al. [16] is used. The BTM is then applied to
perform a parametric study of the effect of the gold film thickness,
laser pulse duration, and fluence on the nonequilibrium between
the energy carriers. The film thickness is varied between 20 nm
and 2000 nm, and the laser pulse duration and fluence are varied
between 50 fs to 10 ps and 10-1000 J/m?, respectively. The
smallest film thicknesses considered are comparable to the laser
penetration depth of 15.3 nm for gold and the phonon mean free
path of 20 nm. Thickness dependent reflectivity from the expres-
sion of Abeles [17] is used in the laser source term. The pulse
duration of the order of femtoseconds is comparable to the
electron-electron relaxation time of 40 fs. The parametric study
reveals that the temporal evolution of electron and phonon tem-
peratures in nanometer size gold films is very different from the
macroscale films. The maximum electron temperature increases
with a decrease in the thickness of the gold film. With the laser
fluence of 1000 J/m? and pulse duration of 75 fs, for gold films
thinner than 100 nm, the phonon temperature reaches the melting
value of 1337 K. However, for the film thicknesses above 100 nm,
with the highest laser fluence examined, the electrons and
phonons reach equilibrium and the gold film does not melt. The
melting threshold fluence calculated using the BTM for the case
of 200 nm gold film irradiated by picosecond pulse width laser are
found to compare well with the experimental data of Stuart et al.
[8]. The threshold fluence values required to melt a 20 nm gold
film are found to be smaller than that required to melt a 200 nm
film. It is found that for the 20 nm thick film with t, smaller than
1 ps, the electron temperature attains its peak before melting oc-
curs. Both the metal thickness and fluence are found to strongly
affect the melting time in gold films.

Nomenclature
C. = electron volumetric heat capacity (J/m? K)

C, = phonon volumetric heat capacity (I/m3K)
D, = elecgron density of states per unit volume
(m™)
D, = phonon density of states per unit volume (m~3)
E = electron band energy (J)
E; = electron Fermi energy (J)
fe = Fermi-Dirac distribution function
f, = Bose-Einstein distribution function
G = electron-phonon coupling parameter
(Wm3K
K, = Boltzmann constant (J/K)
Ke = electron thermal conductivity (W/m K)
Kp = phonon thermal conductivity (W/m K)
Kn = Knudsen number (A/L)
L = film thickness (nm)
m = mass of free electron (kg)
n = number density of free electron (m™3)
p = phonon polarization mode
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R = reflectivity
r = position vector
s = direction vector
S = laser energy source (Wm™)
T. = electron temperature (K)
Te = maximum electron temperature (K)
= nondimensional electron temperature,
(Te—300)/ (Temax -300)
T, = phonon temperature (K)
t = time
teg = equilibrium time
t, = melting time
t, = laser pulse duration
u. = electron energy density per unit solid angle
(I m3srl
up, = phonon energy density per unit solid angle
(@Im3sr
Ueqe) = electron equilibrium energy density (J m™3)
Ueq(p) = phonon equilibrium energy density (J m=%)
ve = average electron group velocity (m/s)
vp = average phonon group velocity (m/s)
x = coordinate
x* = nondimensional x-coordinate (x/L)
= optical penetration depth
polar angle (rad)
phonon mean free path
phonon wavelength
x-directional cosine
y = electron relaxation time
T(p-p) = phonon relaxation time
¢ = laser fluence (J m™2)
¢m = melting fluence (J m™2)
w
Q

T o™
Il

|
bt
@

phonon frequency (Hz)
solid angle (sr)
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Natural Convection Heat Transfer
From Horizontal Rectangular
Inverted Notched Fin Arrays

The variables for natural convection cooling with the help of finned surfaces are orien-
tation and geometry. In lengthwise short array (L/H ~5), where single chimney flow
pattern is present, a stagnant zone is created at the central bottom portion of fin array
channel and hence it does not contribute much in heat dissipation. Hence it is removed in
the form of inverted notch at the central bottom portion of fin to modify its geometry for
enhancement of heat transfer. An experimental setup is developed for studying the inves-
tigation on normal and inverted notched fin arrays (INFAs). Fin spacing, heater input,
and percentage of area removed in the form of inverted notch are the parameters. For few
spacing, it is verified by computational fluid dynamics analysis (Course Notes on Intro-
duction to Commercial CFD of Tridiagonal Solutions, Pune), and the results are well
matching. It is found that the average heat transfer coefficient for INFAs is nearly 30—
40% higher as compared with normal array. [DOI: 10.1115/1.3109993]

Keywords: heat transfer enhancement, natural convection, inverted notched fins, single

chimney flow

1 Introduction

The current trend in industry is microminiaturization of elec-
tronic packages. The thermal design problem is recognized as one
of the factors limiting achievement of higher packaging densities.
Because of reduction in surface area available for heat dissipation,
optimization of fin surface area and geometry becomes very im-
portant in natural convection heat transfer. In lengthwise short
array (L/H~5), where the single chimney flow pattern is present,
as shown in Fig. 1, near the central bottom portion of the fin
channel, the stagnant zone that is created becomes ineffective be-
cause no air stream passes over this part. In this central portion, a
rectangular notch is cut, as shown in Fig. 2, and its effect on heat
transfer characteristics and flow is studied.

The problem of natural convection heat transfer from fin arrays
has been studied both experimentally and theoretically by a num-
ber of investigators. It was investigated experimentally by Starner
and McManus [1], Harahap and McManus [2], Jones and Smith
[3], and Mannan [4]. Sane and Sukhatme [5] considered the situ-
ation of an isothermal rectangular fin array on a horizontal sur-
face. For the first time, governing differential equations were
solved by finite difference method. They obtained good agreement
with experimental data. In addition, flow visualization study was
carried out by Schlieren shadowgraph in order to depict the zone
in which the single chimney flow pattern occurs, which was very
effective in natural convection heat transfer viewpoint. Horizontal
base fin array with notch was investigated experimentally by Sane
et al. [6,7].

A systematic theoretical investigation of the effects of fin spac-
ing, fin height, fin length, and temperature difference between fin
and surroundings on the free convection heat transfer from hori-
zontal fin arrays was carried out by Baskaya et al. [8]. It has been
concluded that it is not possible to obtain optimum performance in
terms of overall heat transfer by concentrating only on one or two
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parameters. The interactions among all the design parameters
must be considered. The results are presented in a graphical form
together with optimum values and correlation.

The present work is an experimental investigation of effects of
various parameters such as fin spacing, heater input, and percent-
age of area removal in the form of inverted notch, on heat transfer
characteristics. The experimental results are validated by compu-
tational fluid dynamics (CFD) analysis.

2 Experimentation

For experimental setup, fin flats and spacers are cut from 3 mm
and 1 mm thick rolled aluminum sheet and assembled together to
form the required fin array. Figure 3 shows the arrangement of
assembled horizontal fin array. Four cartridge heaters are placed in
the base portion of the fin array. An assembled array is placed in
an insulating brick cavity up to base portion to minimize heat loss
by conduction through base and sides of the fin array. The array is
placed in a sufficiently large enclosure to provide natural convec-
tion condition. Calibrated thermocouples with temperature indica-
tor are used to measure temperatures at various locations of fin
array. A calibrated wattmeter is connected to measure heater input.

3 Methodology

Experiments are performed and steady-state observations are
recorded. Fin spacing, heater input, and percentage of area re-
moved are the parameters of experimental study. Table 1 summa-
rizes the parameters included in the experimentation. Radiation
loss is accounted suitably by the predetermined values of emissiv-
ity, which are 0.5 for nonblackened and 1 for black array.

4 Numerical Model

The natural convection flow under investigation is modeled by
a set of elliptic partial differential equations describing the con-
servation of mass, momentum, and energy in three rectangular
Cartesian coordinates. The numerical model is based on control
volume finite difference formulation. The set of equations are in-
tegrated over each control volume to obtain discretized linear al-
gebraic equations, termed as finite volume equations. These equa-
tions are solved by commercial CFD package, like FLUENT [9].

AUGUST 2009, Vol. 131 / 082501-1
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Fig. 1 Single chimney flow pattern for normal fin

The infinite number of fins with negligible thickness is as-
sumed. The fin surfaces with base are assumed as a source and
held at uniform temperature. Laminar natural convection is the
mechanism for heat transfer from the fin array. Radiation heat loss
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Fig. 2 Single chimney flow pattern for INFA
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Fig. 4 Quarter channel of fin array under investigation

is not considered. The schematic drawing of fin array under in-
vestigation with isothermal fin surface with base is shown in Fig.
4, with an actual simulated part of one fin. As shown in Fig. 5, the
computational domain is reduced to one-quarter of fin channel.
Table 2 summarizes the parameters for numerical analysis. The
temperature differences are up to 130°C; hence the Boussinesq
approximation is not employed.

4.1 Validation. The computer code used in the present CFD
analysis is validated for a 2D problem of isothermal heated verti-
cal plate and the local heat transfer coefficients are in agreement
with correlation values [10] within 8%.

4.2 Boundary Conditions. In natural convection flows, there
is no information regarding the velocity and temperature fields
before the start of calculations. Since governing equations are
invariably coupled, the temperature field causes the velocity field

A.C. Mains
Thermocoaples Ta
c o
¢ o
e o
s o
¢ ¢
c o
s o
o o
Tle o f
Temperatare
Indicator
Janction Boxj
Locatiors of thenmocauples

Ti,T2- Bottomn of ivsulating bricks
B.Ts- Bottom of fin amay

T, Ts-Top of fin anay

TrTs - Side of insulating bricks
T - Awbient

Fig. 3 Experimental setup with thermocouple locations

Table 1 Parameters for experimentation

Length of fin array, L (mm) 150
Height, H (mm) 75
Spacing, S (mm) 4

No. of fins 15
Notched portion (%) 10
Heater input (W) 50

5 6 9 13
13 12 9 7
20 30 40

100 150 200

Lamp black coating on fin surface (9 mm and 13 mm spacing)
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Fig. 5 Computational domain with extended boundaries and
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to develop and in turn the velocity field affects the temperature
field, with the promotion of convective heat transfer. Because of
symmetry only one-quarter of fin channel is investigated. It is
realistic to extend computational domain beyond actual dimen-
sions of the fin array in order to meet ambient condition.

The imposed boundary conditions are as shown in Fig. 5. The
fin surface and base are held at a constant temperature T (ABEFA
and BCDEB surfaces). The symmetry boundary conditions are
applied at AFEMHJKA, BCLKAB, EDNME, and LCDNGIL sur-
faces. All the remaining boundaries are assigned as pressure out-
lets where air enters or leaves the channel at the ambient tempera-
ture T, and corresponding density po. Here the ambient pressure
is used as stagnation boundary condition with the incoming mass
having the ambient temperature.

The static pressure is assumed equal to the pressure of sur-
rounding atmosphere. Molecular (laminar) transport boundary
conditions are applied to the fin walls to simulate the effects of
laminar friction and heat transfer, known as no-slip boundary con-
ditions.

4.3 Convergence. In iterative process, convergence is used as
the monitor of achievement of the final solution. The criterion of
convergence of numerical solution is based on the absolute nor-
malized residuals of the equations that are summed for all cells in
the computational domain.

There are five residuals to be monitored in natural convection
problem that is continuity, x, y, and z velocities, and energy. The
default convergence criteria are 1 X 1079 for all four of the above,
i.e., continuity and velocities and 1 x 1079 for energy. Same val-
ues are used for the first order scheme. Once solution is converged
in first order, during second order the convergence criteria are

10
7 I(//lﬁ S
|
AL 6 e
= .
3 Without notch
24 & ----— With 40% notch
1 . T T T T

3 5 7 9 1 13
Fin spacing 'S'mm

——50W —a— 100W —— I50W —— 200W

Fig. 6 Variation of h, with fin spacing

shifted to 1 107% for three velocities and the remaining are the
same. lterative convergence is also checked by terminating the
solution only when progressive single cell values showed little
change per iteration as the calculation progressed.

4.4 Grid Independency. Grid independency checks are made
and final simulations are achieved with cell count ranging from
80,000 to 110,000 over entire computational domain.

4.5 Domain Size Independency. For natural convection
problem, domain is extended from actual size of experimental
model for ensuring ambient conditions. Domain size is varied
from 2H to 25H in the Y direction and from 1H to 5H in the X
direction, where H is the height of fin. Finally, 8H is the domain
height and 3H is the domain width, since negligible change in
results is recorded by further extension. The results obtained from
numerical analysis are given in Sec. 5.2.

5 Results and Discussion

5.1 Experimental Investigation. The results are obtained in
terms of hy,, hy, Nu,, Nuy, and Gry. Figure 6 shows the effect of
fin spacing on h, with heater input as the parameter for normal
and 40% INFAs. From the figure, it is clear that as the fin spacing
increases, h, increases asymptotically as expected. The increasing
trend is to steep up spacing to about 9 mm; after that there is a
gradual rise. This may be attributed to choking of flow at smaller
fin spacing and wider spacing causes less lateral boundary layer
interference. The notched configurations yield 50-55% higher val-
ues compared with the unnotched fin. This is mainly because of
the removal of surface area from the stagnant zone of fin channel,
thus indicating superiority of INFAs. It is also observed that the
values of h, are higher at higher heater input as expected.

Figure 7 shows the variation of h, against the percentage of
area removed for 6 mm fin spacing with heater input as a param-

Table 2 Parameters for numerical analysis
Length of fin array, L (mm) 150
Height, H (mm) 75
Spacing, S (mm) - - - 9 13
No. of fins - - - 9 7
Notched portion (%) 10 20 30 40
Heater input (W) 50 100 150 200

Journal of Heat Transfer
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Fig. 7 Variation of h, with different percentage of area re-
moved for 6 mm spacing

eter. It is concluded that values of h, for INFAs are more than
normal arrays as expected. It is also concluded that h, increases as
the percentage of area removed increases. At higher heater input,
the values of h, are higher.

Figure 8 shows the effect of fin spacing on Nuy, for normal and
40% INFAs. The values of Nu, increases as fin spacing decreases.
It reaches a maximum value at fin spacing of about 6 mm, indi-
cating optimum zone. This can be attributed to choking of flow at
very low fin spacing. Beyond the optimum zone, the total surface
area is reduced and Nuy, shows a decreasing trend.

Figure 9 shows the variation of heater input against AT with
percentage of area removed as the parameter for normal and IN-
FAs. From the figure, it is clear that for particular temperature
difference AT the heat transfer rate of INFASs is higher than that of
normal fin arrays. It is also concluded that 40% INFA gives higher
heat transfer rate for particular temperature difference. From the
figure, it is observed that to dissipate 200 W, AT for 40% INFA is
101.88°C and 107.10°C for normal array indicating the superior-
ity of INFAs.

Figure 10 shows the effect of Nu, for different fin configura-

540 A

490 -

g

Without notch

290 ~ With 40% notch

240 — T T T T T T
3 4 5 6 7 8 9 1011 12 13 14
Fin spacing 'S' mm

——50W —=—100W — —150W ——200W

Fig. 8 Variation of Nuy with fin spacing
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Fig. 9 Effect of inverted notch on surface temperature

tions. The values of Nuy are higher for higher heater input. It is
observed that values of Nuy, are higher for INFAs and highest for
40% INFA.

5.2 Numerical Analysis. Figure 11 shows the variation of
heat flux (q/A) against the percentage of area removed for 9 mm
fin spacing with heater input as a parameter. From the figure, it is
observed that experimental and CFD results are well matching,
and the variation is within 7% for experimental investigation of
relatively polished surface of normal and INFAs. For blackened
normal and INFAs, the variation is around —9% in reference with
CFD results. It is also concluded that as the percentage of area
removed increases, heat dissipation rate increases, which is the
outcome of experimental investigation.

6 Correlation

Finally, an attempt is made to correlate the results obtained in
the present study. The correlation curve is proposed in Fig. 12.
The average Nusselt number (Nu,) is correlated with the other

500

400

300

Nw

200 A

100 A

L

50 100 150 200
Heater input Q , W

0 Without notch
020% notched
D40% notched

@ 10% notched
30% notched

Fig. 10 Variation of Nu, for different configurations
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Fig. 11 Comparison of experimental and CFD results for 9 mm
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relevant governing parameters of fin array, namely, the Grashof
number Gry, the spacing to height ratio (S/H), and the ratio of
exposed area of normal to INFA (A./A,).

The following correlation is obtained:

Nu, = 17.49 In[Gry,(S/H)(AJ/A,)] - 188.8

The correlation is only valid for Pr=0.7, 200 W heater input, for
values of S/H and (A./A,) are less than 0.1733 and 1.4, respec-
tively. The value of correlation coefficient, R2, is 89%. Same cor-
relation can be obtained for remaining heater input.

7 Flow Visualization

Figure 13 shows the photographs of flow visualization by
simple smoke technique using for normal and 30% INFAs. From
photographs, it is concluded that coalescing of two streams at less
height from fin bottom in normal fin array whereas it is at more
height in INFAs, giving wider chimney and enhancing the heat
transfer rate.

8 Conclusion

The values of h, are 50-55% higher for INFAs giving better
performance. For smaller spacing, increment in h, is small due to
the flow constriction effect. The value of h, increases with spacing

50
40 -
L 30

20 4

10 4

1E+05 1.E+06

Gry* (SHY*(AVA,)

Fig. 12 The proposed horizontally oriented INFAs correlation
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Fig. 13 Photographs showing flow visualization by simple
smoke technique

giving an optimum value at about S=6 mm. This is in agreement
in other investigators. Single chimney flow pattern is retained in
INFAs also with a wider chimney zone, which is the possible
reason for heat transfer enhancement. When single chimney flow
pattern is present, in midchannel stagnant bottom portion becomes
ineffective. The modified array is designed in inverted notched
form and that has proved to be successful retaining single chim-
ney together with the removal of ineffective fin flat portion. This
is the main contribution of present paper. Limited CFD solutions
obtained are in good agreement with experimental work. Radia-
tion contribution is also important and needs further investigation.
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Nomenclature

A = area, m?
Gry = gx BXAT X H3/ 2, Grashof number
ha = (Qconvection/ Ae X AT), average heat transfer co-
efficient, W m2 K1
hy = (Qeonvection’ A X AT), base heat transfer coeffi-
cient, W m2 K1
H = height of fin array, mm

K = thermal conductivity, W m2 K1

L = length of fin array, mm
Nu, = hyXL/K, average Nusselt number
Nup = hyXL/K, base Nusselt number

g = heater input, W

= Q- (qconduction+qradiation)x W

= heat loss by conduction, from fin array, W
= heat loss by radiation, from fin array, W
Prandtl number

Oconvection
Oconduction
Oradiation
Pr =
S = fin spacing, mm
T = thickness of the fin, mm
u, v, w = velocity components, m s™*

X, Y, Z = Cartesian coordinates

Greek Symbols

p = density, kgm™
B = coefficient of thermal expansion, K1
v = kinematic viscosity, m? s!

AT = temperature difference, °C

Subscripts

a = average
b = base
e = total exposed area for convective heat transfer

for normal fin array
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n = total exposed area for convective heat transfer
for INFA
s = surface average
© = ambient
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Experiments have been performed to study natural convection flow and heat transfer in a
horizontal annulus when a square heating element is positioned at different locations on
the inner insulated cylinder. The annulus is filled with water and has cylinder to cylinder
diameter ratio of 3. The square heating element is small and has the width to annulus gap
width ratio of 1/6. The range of Rayleigh number studied is approximately from 1.9
X108 to 3.3 x107. It has been found that the flow pattern, the temperature distribution
around the inner cylinder wall, and the local heat transfer rate around the outer cylinder
are very sensitive to the location of the heating element. The heating element Nusselt
numbers at various locations on the inner cylinder are obtained and well correlated
against the Rayleigh number to the 1/3 powers. A maximum in the correlation parameter
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C is obtained when the heating element is placed 90 deg from the bottom.
[DOI: 10.1115/1.3109995]

Keywords: natural convection in annulus, natural convection heat transfer, localized
heating, avionics cooling

1 Introduction

The study of natural convection heat transfer and fluid flow in
enclosures has received considerable attention because of the fun-
damental importance in practical applications [1-5]. Natural con-
vection between annulus has been studied extensively in the past
[6-10]. It has been well recognized that in a horizontal annulus
the heat transfer and fluid motion are determined and correlated
primarily by the Rayleigh number and the Prandtl number [11,12].

However, much of the attention has been concentrated on ec-
centricity of the inner cylinder on the natural convection flow and
heat transfer process. Both numerical and experimental studies
[13,14] have indicated that the position or the eccentricity of the
inner cylinder can have a significant effect on the natural convec-
tion heat transfer and fluid motion. The downward positioning of
the inner cylinder results in an increase in heat transfer because of
the augmentation in the convection and the increase in the con-
duction of heat. The eccentricity effects on the local heat transfer
around the inner cylinder and the outer cylinder were also pre-
sented. Chao et al. [15] indicated that the horizontal eccentricity
of the inner cylinder causes a decrease in the heat transfer because
of the suppression of natural convection. Sparrow et al. [16] stud-
ied natural convection heat transfer in a relatively large cylinder
with an inner cylinder having cylinder to outer cylinder diameter
ratio of 0.2, and indicated that inner body Nusselt number is in-
dependent of the position of the inner body and even the orienta-
tion of the outer cylinder. Both the inner and the outer cylinders
have a length-diameter ratio of unity. For a wider eccentricity
range (0=e<1), the flow and thermal fields in eccentric cylin-
ders (R,/R;j=2.36) was studied numerically and compared with
the experimental results [17].

For narrow gap annulus with outer cylinder to inner cylinder
diameter ratio of 1.05-1.2, the natural convection flow may be-
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come three dimensional due to the flow instability or end wall
effects at relatively low Rayleigh number range (1500-3000)
[18-20]. Three-dimensional supercritical states occur and the ex-
istence of four such states is established. These four states are
characterized by the orientations and directions of rotation of
counter-rotating rolls that form in the upper part of the annulus
owing to thermal instability, and exhibit (i) transverse rolls, (ii)
transverse rolls with reversed directions of rotation, (iii) longitu-
dinal rolls in combination with transverse rolls, and (iv) longitu-
dinal rolls with reversed directions of rotation in combination with
transverse rolls, respectively. The occurrence of different flow pat-
terns leads to significant difference in the heat transfer process.
With the presence of a porous geometric perturbation in the an-
nulus, the heat transfer can be either significantly enhanced or
retarded [21] depending on the ratio of the conductivity of the
porous material to that of the fluid.

The present study was motivated by the practical interest to
determine the location where the electronic module (or the heating
element) should be placed on the plastic (or the adiabatic) inner
wall of the horizontal annulus in order to have a maximum cool-
ing rate, due to the internal natural convection heat transfer, to
avoid the overheating of the electronics. The geometry has a prac-
tical application in the cooling of avionics in a flight vehicle. The
heating element is used to simulate a module. The findings up to
the present could not provide a physical explanation and the cor-
relation of the natural convection heat transfer in a horizontal
annulus when a heating element is attached at different positions
around the inner insulated cylinder. No relevant work has been
found in the literature. Therefore, experiments with flow visual-
ization, temperature distribution, and heat transfer measurements
were conducted and used to provide a physical understanding and
heat transfer data for the configuration of interest.

2 Experiments

2.1 Aparatus. A horizontal annulus having a gap of 6 cm and
a length of 30 cm was made, as shown in Fig. 1, with the inner
wall being insulated and the outer wall serving as a heat sink. The
inner cylinder having an outside diameter of 6 cm was made of 5
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Fig.1 Schematic of test apparatus: (1) outer cylinder, (2) inner
cylinder, (3) heating element, (4) cooling coil, (5) thermo-
couples, (6) insulation, and (7) plexiglass box

mm thick plexiglass. Therefore, the current annulus has a diameter
ratio of 3. The outer cylinder having an inside diameter of 18 cm
was made of 5 mm thick aluminum plate. Around the outside
cylinder wall, a small copper tube was wrapped tightly through
which coolant was circulated inside with a constant temperature
bath and was used to control the outer cylinder surface tempera-
ture. A square heating element having a cross section of 1
X1 cm? (i.e., the ratio of the width of the heating element to the
annulus gap is 1/6), and a length of 30 cm was made of aluminum
and was epoxied axially on the plexiglass wall. The Nichrome
electric resistance was wired inside the element uniformly along
the axial direction and was used with a dc power supply to pro-
vide a uniform and desired heat flux.

The horizontal annulus was situated inside a plexiglass box that
had inside dimensions of 25X 25 cm? in cross section, 30 cm in
length, and a wall thickness of 10 mm. The cylinders were bolted
on both the end walls of the box. On the top of the aluminum
cylinder, two holes having a diameter of 5 mm were drilled sepa-
rately near the end walls to allow water to be siphoned into the
annulus. The remaining space inside the box and the inner cylin-
der was filled with insulation. The inner cylinder together with the
heating element was allowed to rotate with a 30 deg increment for
each experiment. The selection of thin plexiglass inner cylinder as
insulated wall was due to the fact that it has the thermal conduc-
tivity a factor of 1/3 less than that of water. Therefore, the circum-
ferential heat conduction along the inner cylinder wall may be
negligible small.

A total of 67 K-type thermocouples having a wire diameter of
0.5 mm were used to measure all the temperature. On the outer
cylinder wall near the central region, 12 equally spaced holes
having a diameter of 1.5 mm were drilled circumferentially, while
on the inner cylinder six holes were drilled. A total of 18 thermo-
couples were inserted individually into each hole and the centers
of the thermocouple beads were positioned 2 mm above the sur-
face. It has been found [13,22,23] that the temperature distribution
within 1/30 of the gap thickness, which in our case is within 2
mm, is nearly linear for Rayleigh number up to 10° and outer
cylinder to inner cylinder diameter ratio of 2-3. Therefore, with
the given temperature on the wall, the local temperature gradient,
the heat flux, and the local heat transfer coefficient on the wall of
the outer cylinder can be readily calculated. The wall temperatures
were measured and averaged with a total of 42 thermocouples that
were embedded closed to the surface. The temperatures on the
heating element were measured with seven thermocouples. A
closer space was arranged for the thermocouples near the end
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walls to estimate the heat loss from the end walls to the outside
environment. During the experiment 10 mm thick pieces of insu-
lation were attached to both the end walls to reduce the heat loss.
The axial (or circumferential) temperature distribution along the
outer cylinder wall, the inner cylinder, and heating element were
found to be very uniform. The heat loss to the environment was
evaluated from the axial temperature gradient of the heating ele-
ment at the ends, and was found within 5% of the total power
input. A two dimensional heat transfer process in the annulus was,
therefore, expected.

2.2 Experimental Procedure and Data Reduction. Before
the experiments, a small amount of fish scales was mixed into the
water to trace the fluid motion. In the front of the test cell, a
filament lamp was used for illumination. The fluid was kept stag-
nant initially. Once the uniform temperature in the water was
reached, both the coolant circulation around the outer cylinder and
the power supplied to the heating element were switched on. Usu-
ally it takes 4-6 h to reach steady state. The temperature measure-
ments were calibrated within =0.05°C and the results were re-
corded. During fluid visualization experiment, the insulations
attached to the end wails were removed. Both photographs were
taken and fluid motion was traced with a pencil. For heating ele-
ment at different positions on the inner cylinder wall, each experi-
ment was restarted from the same initial state when fluid was
stagnant and temperature in the fluid was uniform.

With the power supply calculated from the measured electric
voltage and current across the Nichrome thin resistance and sub-
tracted by the heat loss from the ends, the average heat transfer
coefficient and Nusselt number from the heating element to the
outer cylinder are evaluated with

h=Q/A(Ty— To), Nu=hlLyk (1)

The Nusselt number is correlated against the Rayleigh number
with the relationship that Nu=C Ra". Within the range of Ray-
leigh number studied, the value of n is found very close to 1/3 and
is insensitive to the positions of the heating element. The local
heat flux g, on the outer cylinder was calculated by the tempera-
ture difference, which was between the outer cylinder wall and the
thermocouple, which was 2 mm above the cylinder wall, divided
by the distance 2 mm and multiplied by the thermal conductivity
of water. Therefore, the local heat transfer coefficient and local
Nusselt number are evaluated from

hy=0a,/(Th—To), Nuy=h,L/k (2)

The accuracy of the local heat flux measurements depends on the
accuracy of the temperature measurements around the outer cyl-
inder wall and the ones 2 mm above, and is estimated within
+2%. For a given wall temperature, the local heat transfer rate or
the local heat transfer coefficient is actually proportional to the
water temperature measured 2 mm above the wall. The accuracy
of the current measurement can be checked by integrating the
local heat flux measured around the outer cylinder and seeing if
the total heat transfer from the heating element to the bulk fluid is
equal to the total heat transfer from the bulk flow into the outer
cylinder. It is found that the total heat transfer from the bulk flow
to the outer cylinder is approximately 5% less than the total heat
transfer from the heating element to the bulk fluid. This is attrib-
uted to the heat loss from the bulk fluid to the ambient through the
end walls. The error analysis for the Nusselt number is performed
by following the procedures described in Ref. [24]. The maximum
uncertainty for the heating element Nusselt number is 5.6%, and
for the local Nusselt number around the outer cylinder is 7.5%.

3 Results and Discussion

3.1 Flow Visualization. Experiments were performed to visu-
alize the fluid motion and flow structures with the heating element
being placed at different positions. Different flow structures were
visualized and photographed for the heating element at different
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Fig. 2 Flow pattern with heating element positioned at different angles: (a) 6,=0, (b)
0,=60 deg, (c) 6,=90 deg, (d) 6,=120 deg, and (e) 6,=180 deg for Ra=1.113X10°

positions on the inner cylinder. Unfortunately, the photograph
quality has been very poor; thus only the flow patterns traced with
pencil are shown in Figs. 2(a)-2(e). In general, the flow velocity
in the upper region of the annulus is relatively high and fluid
motion was readily traced, while in the lower region the flow
motion is small and in some situations the flow motion is so slow
that the particle tracing became very difficult especially for flow
near the edge of the stagnant region.

When the heating element is at the bottom on the inner cylinder,
the heated flow around the heating element due to buoyancy force
ascends along the inner cylinder wall. However, the heated flow
close to the inner cylinder do not separate from the wall at the top
of cylinder (as for the case with heated inner cylinder) but sepa-
rated at an earlier stage, as shown in Fig. 2(a), when the separa-
tion angle is =150 deg and =210 deg. The heated flow on
either side of inner cylinder symmetrically impinges on the outer
cylinder wall and forms two flow streams. The two upward flow

Journal of Heat Transfer

streams meet at the central top of the cylinder and formed two
small circulation cells, while downward flow streams moving
along the outer cylinder wall gradually slow down and turn back
toward the central region, and finally form two symmetric large
circulation cells. The flow motion in the circulation core is rela-
tively slow.

As the heating element is located at 60 deg from the bottom or
above, only two unsymmetric circulation cells appear. The one on
the heating element side shrinks and is smaller than the one on the
other side. As the heating element is positioned further upward,
both the circulation cells in the lower region shrink, and a nearly
stagnant region near the bottom of the annulus can be observed
and grow in size. Fluid stratification can be expected and cause
the shrinking of the convection cell. When the heating element is
located at 6,>120 deg, a rise of the convection cell, on the heat-
ing element side, with the upward positioning of the heating ele-
ment can be expected. When the heating element is at the top of
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Fig. 3 Local Nusselt number around the outer cylinder with
heating element positioned at different angles

the inner cylinder, the convection cells become symmetric and
appear only in the upper region. The rising flow is only in the
central region. The stagnant fluid in the lower region has the larg-
est area and is so stable that it is not affected at all by the upper
circulation flow.

3.2 Temperature Distribution and Local Heat Transfer.
Significant difference in flow structure causing difference in tem-
perature distribution and local heat transfer rate can be expected.
However, the buoyancy induced flow causes in general that the
fluid temperature in the upper region is higher than in the lower
region. As a result, a higher heat transfer rate or a higher local
Nusselt number around the outer cylinder, as shown in Fig. 3,
occurs in the upper region. The maxima in local Nusselt number
are found at the place where the hot steam impinges the wall. As
the hot stream gradually moves downward along the outer cylin-
der, it reduces in temperature gradually due to the heat transfer to
the outer cylinder. As a result, the local heat transfer rate or the
local Nusselt number around the outer cylinder is reduced. Near
the bottom region, the heat transfer is smaller when natural con-
vection does not occur or when conduction of heat is dominant in
the annulus. Similar findings were reported for natural convection
in a horizontal annulus [11].

When the heating element is at the bottom, the local Nusselt
number is distributed symmetrically and has a local minimum, as
shown in Fig. 3, in the upper part of the Nu curves. The relative
minimum is caused by the flow separation from the top of the
outer annulus wall. As the heating element is positioned upward,
the local Nusselt number distribution become unsymmetric and is
caused by the unsymmetric convection cells. The maximum heat
transfer rate having the largest value, as shown in Fig. 3, which
occurs and remains at =150 deg, is caused by impingement by
the relatively hot stream (Figs. 2(b) and 2(c)) that rises from the
region near the heating element. As the heating element moves
upward with 6,>120 deg, the maximum Nusselt number having
a higher value moves upward and toward the top of the cylinder
due to the rise of the convection cell on the heating element side.
When the heating element is at 180 deg from the bottom, the hot
streams from both convection cells merge and impinge the top of
the wall and cause a bell-like maximum in Nusselt number, as
shown in Fig. 3. Near the bottom region, the local Nusselt number
distribution along the wall reduces gradually and is nearly linear
as the case when the heating element is at 60 deg from the bottom.
The fluid stratification in the lower region may be deduced as we
have observed.

082502-4 / Vol. 131, AUGUST 2009
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Fig. 4 Temperature distribution around the inner cylinder with
heating element positioned at different angles

The temperature distribution around the inner cylinder wall, as
shown in Fig. 4, is very uniform, when the heating element is at
the bottom. The finding implies that the heat transfer rate from the
hot stream to the heating element or even the central core region is
negligible because of the very narrow size of hot stream, which
behaves like a plume. As the heating element moves upward, a
peak in temperature is found, as shown in Fig. 4, and is caused by
the hot stream moving along the inner cylinder wall. A decrease in
temperature occurs when the hot stream separates from the inner
cylinder wall and moves toward the outer cylinder. On the oppo-
site side of the heating element as the flow stream along the inner
cylinder moves upward, a moderate increase in flow stream tem-
perature can be observed. The increase in temperature is due to
the fact that the temperature in the upper region of the bulk fluid
is, in general, higher than in the lower region. This is a clear effect
of fluid stratification. As the heating element moves further up-
ward, the peak in temperature also moves upward and eventually
becomes symmetric when the heating element is at the top. No
significant increase in temperature is found around the inner cyl-
inder for ¢ within 120 deg and between 240 deg and 360 deg
since the fluid in the region below is stagnant.

3.3 Heat Transfer From the Heating Element. The average
heat transfer coefficient from the heating element, positioned at
each specific location, to the outer cylinder was well correlated.
The typical result for the average Nusselt number against the Ray-
leigh number for the heating element positioned at 6,=120 deg is
presented in Fig. 5. A total of 19 data points have been fitted with
a least-squares method with n=1/3. For heating element at differ-
ent locations, a general correlation equation can be obtained as
follows:

Nu=C Ra'® (3)

where C is a correlation parameter, which depends on the angular
location of the heater, and is 0.102 for 6,=120 deg with a maxi-
mum deviation of +4.24% for Rayleigh number in the range from
10° to 108. Different values of the correlation parameter C for the
heating element at different locations are summarized in Table 1.
A maximum in C is obtained and is about 20% higher when the
heating element is at 90 deg from the bottom. Figure 6 shows that
when 6,<60 deg the Nusselt number is insensitive to the posi-
tion of the heating element. The heat transfer rate increases for
0,>60 deg and reaches a maximum at 6,=90 deg. Further in-
crease in the heater’s angle 6, causes a gradual reduction in the
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Fig. 5 Nusselt number results and correlation against Ray-
leigh number with heating element at 6,=120 deg

heat transfer. The finding is surprisingly different from that of
Sparrow el at [16] in a somewhat different configuration that with-
out an insulated inner cylinder, the heating body Nusselt number
in a horizontal cylinder is insensitive to the position of the heating
body. Even the orientation of the outer cylinder does not affect the
heating body Nusselt number. With the flow visualization experi-
ment, the variation in the heating element Nusselt number may be
explained by the fact that the total heat transfer rate depends on
the ability of the hot stream to bring heat from the heating element
to the outer cylinder. This has been determined by the length the
hot stream travels around the outer cylinder and the local heat
transfer rate of the hot stream. However, the local heat transfer
and the hot stream path around the outer cylinder are significantly
affected by the flow structures (Figs. 2 and 3) and therefore by the
position of the heat element. An integration of the local heat trans-
fer rate around the outer cylinder indicates that a maximum total
heat transfer rate is indeed found when the heating element is at

Table 1 Data correlated with Nu=C Ral/®

o, Ra No.? C (%)
0 1.926 X 105-2.758 X 107 18 0.096 5.87
60 2.228x10%-3.331 X 107 18 0.094 5.52
90 2.228 % 10%-1.665 %X 107 18 0.119 7.40
120 2.825x 10%-3.093 X 107 19 0.102 4.24
180 4.006 X 10°-2.837 x 107 18 0.088 10.91
2No.” represents the number of data points.
i l l T T T
C(6n)
0.10 7]
0.05 J 1 ol 1 |
0° 30° 60° 90° 120° 150° 180°
6n

Fig. 6 Effect of the heating element position on the heat trans-
fer correlation parameter C
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Table 2 Data correlated with Nu=C Ra*'/4

6, Ra* No.? C (%)

0 2.151x107-7.972x 108 18 0.172 5.68
60 2.666 X 107-1.001 X 10° 18 0.170 5.45
90 3.528 X 107-5.027 X 108 18 0.202 7.12
120 3.815 % 107-9.866 x 108 19 0.180 3.41
180 5.565 X 107—7.640 X 108 18 0.162 10.68

%No.” represents the number of data points.

90 deg from the bottom. An optimal in hot stream travel length
and its local heat transfer rate may have been achieved when the
heating element is at 90 deg. Further upward positioning of the
heating element reduces the size of convection cells or alterna-
tively the length that the hot stream travels around the cylinder
wall. As a result a reduction in the heat transfer from the heating
element to the outer cylinder wall is obtained. For 6,>120 deg,
the heating element Nusselt number is almost insensitive to the
position of the heating element. The lowest heat transfer rate is
found when the heating element is at the top.

The Rayleigh number defined above is based on the tempera-
ture difference between the heating element and the outer cylin-
der. The Rayleigh number can also be defined based on the heat
flux generated in the heating element. In this case, the Nusselt
number can also be correlated with this modified Rayleigh num-
ber. One can obtain a similar kind of correlation as Eq. (3) except
that the power of the modified Rayleigh number, n, is 1/4. The
correlation parameter C obtained is summarized in Table 2.

4 Conclusion

Flow visualization experiments have provided detailed flow in-
formation that has been used to explain the results from the tem-
perature distribution and local heat transfer measurements. Differ-
ent flow patterns have been observed for the heating element at
different positions. Four symmetric cells with two large and two
small ones have been found when the heating element is at the
bottom. As the heating element is positioned upward, only two
unsymmetric cells appear and gradually shrink in the lower region
where a stagnant and stratified region gradually forms at the
bottom.

Significant difference in flow structure causes difference in tem-
perature distribution and local heat transfer rate. The maximum in
local heat transfer occurs at the place where the hot stream im-
pinges the cylinder wall. The hot stream passing through the inner
cylinder wall can cause a higher wall temperature. However, the
locations for the maximum heat transfer, the values of the heat
transfer rate, and the occurrence of a high temperature distribution
around the inner cylinder are significantly affected by the position
of the heating element.

The heating element average Nusselt number has been well
correlated against the Rayleigh number to the 1/3 powers or the
modified Rayleigh number to the 1/4 powers, for the heating ele-
ment at different angles. Due to the differences in flow structures
and resulting difference in local heat transfer along the outer cyl-
inder, the maximum in the heating element Nusselt number is
found when the heating element is at 90 deg from the bottom. The
Nusselt number is almost insensitive to the positions of the heat-
ing element when 6, is less than 60 deg or greater than 120 deg.

Nomenclature
A, = surface area of the heating element exposed to

the fluid

C = heat transfer correlation parameter

D = diameter of cylinder

g = acceleration of gravity
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h = average heating element heat transfer
coefficient
k = thermal conductivity
L. = characteristic length, (D,-D;)/2
Nu = heating element Nusselt number
Nu, = local Nusselt number on the outer cylinder
Pr = Prandtl number
g = heat flux generated on the heating element
d, = local heat flux on the outer cylinder
Q = total heat transfer
Ra = Rayleigh number, gB(T,-T)LZ/ var
Ra" = modified Rayleigh number, g,BqL‘C‘/va
T, = temperature on the heating element
T, = temperature on the outer cylinder wall
T* = dimensionless temperature, (T=T,)/(T,—T,)

Greek Symbols

= thermal diffusivity

= coefficient of thermal expansion

= density

= kinematic viscosity

circumferential position of heating element
= circumferential coordinate

= standard deviation

LEFP o ™R
I

Subscripts

inner cylinder
= outer cylinder
heating element

o> O
Il
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Effect of Wick Characteristics on
the Thermal Performance of the
Miniature Loop Heat Pipe

Two phase heat transfer devices based on the miniature version of loop heat pipe (LHP)
can provide very promising cooling solutions for the compact electronic devices due to
their high heat flux management capability and long distance heat transfer with minimal
temperature losses. This paper discusses the effect of the wick properties on the heat
transfer characteristics of the miniature LHP. The miniature model of the LHP with
disk-shaped evaporator, 10 mm thick and 30 mm disk diameter, was designed using
copper containment vessel and water as the working fluid, which is the most acceptable
combination in electronic cooling applications. In the investigation, wick structures with
different physical properties including thermal conductivity, pore radius, porosity, and
permeability and with different structural topology including monoporous or biporous
evaporating face were used. It was experimentally observed that copper wicks are able to
provide superior thermal performance than nickel wicks, particularly for low to moderate
heat loads due to their low heat conducting resistance. With monoporous copper wick,
maximum evaporator heat transfer coefficient (h,,) of 26,270 W/m? K and evaporator
thermal resistance (R.,) of 0.06—0.10°C/W were achieved. For monoporous nickel wick,
the corresponding values were 20,700 W/m? K for hg, and 0.08-0.21°C/W for R,
Capillary structure with smaller pore size, high porosity, and high permeability showed
better heat transfer characteristics due to sufficient capillary pumping capability, low
heat leaks from evaporator to compensation chamber and larger surface area to volume
ratio for heat exchange. In addition to this, biporous copper wick structure showed much
higher heat transfer coefficient of 83,787 W/m? K than monoporous copper wick due to
improved evaporative heat transfer at wick wall interface and separated liquid and vapor
flow pores. The present work was able to classify the importance of the wick properties in
the improvement of the thermal characteristics for miniature loop heat pipes.
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Keywords: miniature loop heat pipe, pore size, permeability, porosity, effective thermal
conductivity, biporous wick, monoporous wick

1 Introduction

Thermal control of the electronic devices has achieved signifi-
cant improvement with the development in the heat pipes based
on two phase cooling technology. Heat pipe is an efficient two
phase heat transfer device [1] that utilizes latent heat of vaporiza-
tion of working fluid pumping under capillary pressure to trans-
port waste heat from the hot source to the remotely located heat
sink. However, the applications of conventional heat pipes in elec-
tronic cooling are mainly limited to transfer heat over relatively
shorter distances with the evaporator and condenser mostly at
same horizontal levels. These drawbacks on the part of the heat
pipe are mainly related to the major pressure losses associated
with liquid flow through the porous wick structure, present along
the entire length of the heat pipe, and viscous interaction between
the vapor and liquid phases, also called entrainment losses [2].

Loop heat pipe (LHP) is an improved version of a heat pipe
[3,4] that addresses these limitations of the conventional heat pipe
by completely separating the liquid and vapor phases from each
other and localizing the capillary structure in the evaporator sec-
tion only. LHPs possess all the main advantages of conventional
heat pipes and are additionally capable of transferring large heat
loads for distances up to several meters in any orientation in the
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gravity field. These devices are one of the most promising thermal
control technologies for ground based [5] as well as space appli-
cations [6]. In the electronics cooling, LHPs can be considered as
potential alternatives [7-10] to the convectional heat pipes due to
the high heat transport capacity of their evaporator and wickless
transportation lines that can be easily bent for installation inside
device cabinet.

The evaporator is the most critical and main structural element
of the loop heat pipe. It consists of the evaporation section and the
integrated liquid reservoir (also known as compensation cham-
ber), which are hydraulically and thermally connected via wick
structure. The wick is an integral part of the loop heat pipe evapo-
rator and provides the necessary capillary forces to the working
fluid for its continuous circulation in the loop. As a connecting
link between the evaporator and compensation chamber, the wick
is also expected to perform as a thermal and hydraulic barrier to
minimize back flow of heat and vapor from the evaporation zone
to the compensation chamber. Use of fine pore wicks in LHPs
helps to provide the necessary high capillary pressure to inhibit
the migration of vapor from the evaporation zone to the compen-
sation chamber. The problem of back conduction of heat through
liquid saturated wick is very critical in the proper functioning of
the loop evaporator and to a large extent dictates the thermal
behavior of the LHP. Unlike conventional heat pipes, the wick
structure used in the LHPs should not have excessively high ef-
fective thermal conductivity to avoid heat leaks to the liquid
present in the compensation chamber. It should be noted that there
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is a need for compromise between back conduction problem and
the desire for good thermal conductivity of wick to promote effi-
cient heat exchange in the evaporating zone.

Miniature designs of the loop heat pipes have been investigated
by different researchers [11-15] for the cooling of compact elec-
tronic equipment like laptops. The main restriction in the devel-
opment of the small scale loop heat pipes is imposed on the down
scaling of evaporator thickness, which is the diameter for the cy-
lindrical evaporators and overall thickness for the flat evaporators.
This is directly related to the heat leakage issue that is more domi-
nating in the miniature loop heat pipes (mLHPs) due to the
smaller wick thickness [16]. As a result, the thermal performance
of the miniature LHPs is lower than the larger size loop systems,
which have wick structures of considerable thickness.

Within the framework of the evaporator, there is considerable
scope to address the thermal performance issues for miniature
LHP by optimizing the structure topology, geometric parameters,
and thermal characteristics of the wick. The choice of wick mate-
rial and its physical properties like pore size, porosity, and perme-
ability has considerable effect on the operational characteristics of
the loop system. The capillary structure can be made from plastic
or metal. Plastic wicks made from thermoplastic polymeric like
polypropylene [17], Teflon [18], and polyethylene [19] have been
successfully used as capillary pumps in LHPs. These plastic wicks
present very low thermal conductivity, which is desirable for the
efficient LHP operation, but there exists a limit on the maximum
value of the porosity of these wicks. In most cases, the porosity of
these wicks is less than 50%, which imposes a limit on the maxi-
mum heat transfer capacity of the LHPs. A comprehensive study
done by Singh et al. [20] on the determination of the physical
properties of polyethylene wicks shows that such wicks generally
exhibit a porosity value of less than 38% for a pore size in the
range of 8—20 wum. Also, the permeability for these wicks, of the
order 1074 m?, is quite low that increases the pressure drop
through the porous structure. In addition to this, operational re-
gime of the plastic wicks is limited by their maximum allowed
operation temperature. For example, maximum permissible tem-
perature for polyethylene is 120°C and for Teflon is 250°C.

Contrary to this, sintered metal wicks can be easily obtained
with an effective pore radius as small as 2 um, high porosity of
55-75%, and permeability in the range of 1072-107% m? by
using developed techniques [21,22]. In the category of sintered
metal wicks, nickel wicks [23] are widely used in LHPs due to
their low thermal conductivity and ability to be formed in fine
pore sizes with high porosity. Titanium [24,25], stainless steel
[26], and copper [8] are the other frequently used LHP wick ma-
terials with desirable properties as a capillary structure. The wick
structures as discussed above showed quite efficient performance
in loop heat pipes and are mostly used as monoporous wicks, i.e.,
their pore size distribution is similar to the Poisson distribution
and they are characterized by single average pore size. To improve
the performance of the evaporator at very high heat fluxes, a po-
rous medium with two characteristic capillary pore radii known as
biporous structure has been proposed [27]. In the biporous capil-
lary structure, the size of the large pores is an order of magnitude
greater than in monoporous ones. Thus a biporous wick includes
bidispersed media that are made from large porous particles,
which have small pores in/fon them. Chernysheva et al. [28] pro-
posed a mathematical model to predict the intensity of heat ex-
change process inside the LHP evaporation zone. It was con-
cluded that the character and intensity of heat exchange depend
considerably on the structural characteristics of capillary porous
material. Tests conducted by Yeh et al. [29] on miniature LHP
showed a low total thermal resistance of 0.31°C/W at 200 W
with biporous wick as compared with 0.53°C/W at 125 W for
monoporous wick. Maydanik et al. [30] utilized the concept of
bidisperse wicks and organized an efficient three step vapor re-
moval channel inside the LHP evaporator. It was confirmed
through experimentation that use of biporous layer was able to
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details of the test setup showing the temperature measurement

points and locations of condenser fan and heater

improve the heat transfer characteristics in the LHP evaporator
irrespective of the device orientation in the gravity field.

Considering the possible options, appropriate choice of the ther-
mal conductivity and the flow properties of the wick structure can
help in the design of a suitable wick configuration that can im-
prove heat transfer efficiency of the miniature LHP. In the present
investigation, different types and grades of wick structures were
developed and tested in the designed prototype of miniature loop
heat pipe with an intention to classify the effect of the wick struc-
ture on the mLHP performance and to improve the acceptability of
the mLHP for electronic cooling. Wick structures made from cop-
per or nickel material and different physical properties were used
in the present research.

2 Experimental Prototype

In order to investigate the effect of the wick characteristics on
the LHPs, a miniature scale prototype of LHP, as shown in Fig. 1,
with the flat disk shaped evaporator, 30 mm in diameter and 10
mm in total thickness, was designed. LHPs for cooling compact
electronic equipment like notebooks need to be extremely com-
pact and easy to install inside the object to be cooled. In this
regard, flat evaporator can be considered as an optimum choice
due to ease of interfacing with heat source and integration inside
the cabinet enclosure. The thickness of the evaporator consists of
the vapor removal channels, wick structure, and the compensation
chamber, as presented in Fig. 1(a). Unlike the conventional heat
pipe, the evaporation section in the LHP is arranged quite differ-
ently with respect to the location of the vapor flow passage and
evaporation zone. In the present design, 15 longitudinal grooves
with an individual cross section of 0.9 mm width X1 mm depth
were machined on the inside of the active heating zone, which
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behaves as vapor removal channels and also provides heat to the
wick structure through conduction process. In the LHP evaporator,
the evaporation zone is formed at the interface of the wick with
the internal wall of the heating zone. In principle, the capillary
structure of a LHP is localized in the heat supply zone. On one
hand, this approach helps to minimize the length of the liquid flow
path through the porous structure, while on the other hand, it
enables the use of fine pore wicks with high capillary pressure to
enable the operation of the device at adverse tilt angles. The upper
face of the capillary wick is the absorbing one, while the bottom
face serves as the evaporating surface. For capillary pumping of
working fluid, different types of wick structures made by sintering
copper or nickel powder of different grades (i.e., powder size and
shape) were used. It should be noted that the thickness of the wick
structure, which was 3 mm, was the same for all the wick con-
figurations. The compensation chamber was 4 mm thick and ba-
sically covered the entire liquid absorbing face of the wick, which
guarantees continual wetting of the wick. As shown in Fig. 1(a),
in LHP the compensation chamber is colocated with the evapora-
tor and helps to accommodate the displaced liquid from the loop
components during loop startup and variation in heat loads.
Hence, optimum sizing of the compensation chamber is a very
important consideration in the design of the loop heat pipe. If the
liquid chamber is oversized, it will increase the system thermal
mass and thus response time to changing heat loads, whereas be-
ing undersized it will not be able to perform its intended functions
of liquid storage and continual wetting of the wick. In the de-
signed mLHP, the compensation chamber was large enough to
contain all the liquid charge. For dissipating heat transferred from
the evaporator section, remotely located fin-and-tube type con-
denser with the total length of 50 mm and fin cross section of
10X 20 mm? was used. The heat transport zone (i.e., vapor line)
of the mLHP was 150 mm in length and 2 mm in internal diam-
eter. For the return of the condensate to the evaporator, a liquid
return line with the total length of 290 mm and internal diameter
of 2 mm was used. mLHP body was made from high conductive
copper material. The evaporator structure was hermitically sealed
by using an O-ring seal between the sealing flanges fastened by
nut and screw arrangement. Rubber packing was also provided
around the wick periphery to avoid any vapor bypass to the com-
pensation chamber and to apply uniform pressure on the wick for
proper thermal contact with the vapor channels top.

Proper care was taken to clean the mLHP before it was charged
with the working fluid. First the LHP components were heated in
a furnace at a temperature of around 150°C for 30 min to remove
any organic as well as inorganic impurities from the process of
manufacturing. Then cleaning using acetic acid was performed,
followed by rinsing in boiling water, and then cleaning using com-
pressed air. This process was repeated three to four times to re-
move any residual cleaning agent. Wettability test was performed
on each wick sample before it was installed inside the evaporator.
In the case of poor wetting with the working fluid or evidence of
contamination/oxidation based on visual inspection, the wick
structure was resintered at low temperature in reduced atmo-
sphere. In all the tests, the loop was charged with distilled, deion-
ized, and degassed water equal to 70% of its internal volume [31].

3 Test Procedure

The thermal characteristics of the designed miniature LHP were
studied by applying uniform heat load to the evaporator active
face using a heater with a thermal footprint of 25X 15 mm?, as
shown in Fig. 1. In this case, the heat load simulator was in the
form of a copper block with two embedded cylindrical cartridge
heaters. For testing, the heater block was attached symmetrically
to the center of the evaporator active zone. A digital wattmeter
with a precision of +0.1 W was used to measure and control the
input heat load to the heat simulator. During testing, the input
power to the heat simulator was increased in a step of 5 W. Con-
denser cooling was accomplished by forced convection provided
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Table 1 Description of the powder used for each wick sample

Sample Material Powder size (mesh size) Powder type
Sample A Nickel -200 Monoporous
Sample B Copper -200 Monoporous
Sample C  Copper 100-200 Monoporous
Sample D Copper —200 (monoporous) Monoporous (first layer)

50-140 (biporous) Biporous (second layer)

by a centrifugal fan using ambient air with a controlled tempera-
ture of 24*+2°C. The maximum flow rate of the fan was
0.1 m3/min under 5V and 0.1 A power supply. In order to mea-
sure the temperature at different locations, T-type thermocouples
were used. Figures 1(b) and 1(c) show the placement of the ther-
mocouples on the mLHP prototype. The thermocouples were cali-
brated in a narrow range by using precise temperature bath with
an accuracy of +=0.2°C. Data from thermocouples were acquired
and recorded every 10 s using a Keyence data acquisition system.

For the applied heat load, the steady state heat transfer effec-
tiveness of each wick configurations used in the mLHP was mea-
sured on the basis of the saturation vapor temperature (T,), evapo-
rator thermal resistance (Re,), and evaporator heat transfer
coefficient (he,). Equations (1) and (2) were used to calculate
these parameters.

Evaporator thermal resistance

Tew=T
R, = o1 ey
Qa
Evaporator heat transfer coefficient
Qa

)

hev Aew(Tew - Tu)
In the above equations, T, is the external temperature of the
evaporator active zone, which was measured by averaging the
temperatures of the thermocouples fixed on the evaporator heating
face (i.e., Tewt, Tew2s Tewas and Teua). The vapor temperature (T,)
was taken to be equal to the temperature at the evaporator outlet
(Teo), as indicated in Fig. 1(b). It should be noted that the T,
provides quite accurate prediction of the true vapor temperature
inside the evaporation zone. In order to confirm that T, is not
biased by the conduction heat transfer along the vapor line, it was
compared with the condenser inlet temperature (T;), which due to
the thermal insulation of the vapor line was very close to the
evaporator outlet temperature (T,,). In this case, temperature dif-
ference of less than 0.5°C was noted between T, and T, which
was predominately due to the pressure drop along the vapor line.
The maximum uncertainties in the calculation of hg, and R, were
12.5% and 6.5%, respectively.

4 Wick Analysis

The necessary hydraulic and thermal analysis was performed on
the wick samples to measure their physical properties, which
helped to confirm their suitability to perform as a capillary pump
for the designed mLHP and further provided grounds to explain
the outcomes of the experiment.

4.1 Capillary Structure Types. In the experiment, four types
of porous structures, which differed with respect to the material
(nickel or copper), powder size (mesh size of 100-200 or —200),
and powder type (monoporous or biporous), were used. It should
be noted that mesh size specifies the range of the granule sizes
that are contained in the given powder sample. For example, 100-
200 mesh size powder means that granules with size in the range
of 100-200 mesh number are contained in the given sample. The
—200 mesh size means that powders with granule sizes less than
200 mesh number are present in the sample. Table 1 gives the
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Fig. 2 Combined copper wick sample showing the (a) mo-
noporous layer as a liquid absorbing face, (b) biporous layer as
an evaporating face, and (c) side view showing the layers

details of the powder used for each wick sample. The first three
samples were single layered monoporous wicks, whereas the
fourth sample was double layered combined wick with a monopo-
rous and a biporous layer, as shown in Fig. 2. It should be noted
that the dimensions of each sample were the same, i.e., 28 mm
diameter and 3 mm thickness. The magnified structural detail of
the monoporous and biporous copper wicks used in the current
testing is shown in Fig. 3.

4.2 Flow Property Measurement. In order to predict the
thermal performance of the loop heat pipes with different wick
structures, information on the flow properties of the porous struc-
ture including permeability, porosity, and pore radius is required.
The following simple laboratory techniques were developed to
establish these properties. Reference [14] covers these techniques
in more detail.

4.2.1 Permeability. The permeability of the porous structure
determines their ability to transport liquid under applied pressure
head. In order to measure the permeability, a constant hydrostatic
head was maintained across the wick specimen by using a liquid

reservoir with an overflow arrangement. At steady flow conditions
under constant pressure head, the mass of water flowing through
the porous matrix in a given time internal was measured by using
weighing technique. This information is used with Darcy law [32]
to calculate the specific permeability at different pressures as
given by Eq. (3). The maximum uncertainty in the measurement
of permeability was +6.17%.

_ VI./-LItw

k. =
PAAP,

@)

4.2.2 Porosity. Porosity is defined as the ratio of the porous
volume to the total volume of the wick structure. Two methods
were used to measure the porosity of the wick structures. In the
first approach, known as density method, the porosity was calcu-
lated from the measured density (p,) of the wick, which was
determined from the volume and weighing of the dry sample. As
the density (p,m) of the wick material (copper or nickel) is known
in the nonporous state, porosity (&,,) of the specimen can be cal-
culated as follows:

Lo (4)

Sey=1-
Pwm

The second method, known as the soaking method, measures the
quantity of the liquid absorbed by the dry wick sample to estimate
its porous volume. Out of the two methods, the density method
gave accurate results when compared with the manufacturer’s
specifications due to problems of closed spaces and improper wet-
ting of the wick substrate by the working fluid in the soaking
method. In the present study, results from the density method were
used, which were subjected to a maximum error of £2.12%.

4.2.3 Pore Radius. The pore radius of the wick structure was
obtained by using U-tube bubble point method, as explained in
Ref. [20]. The uncertainty in the determination of the pore radius
was *+2.5%. It should be noted that the bubble point approach
gave the estimation on the largest pore size in the given porous
specimen, which is very important for validating the successful
operation of the loop heat pipe. Unlike convectional heat pipes,
the capillary pressure generating capacity of the LHP wicks
should be accessed on the basis of the largest pore size in the wick
structure and not from the mean pore radius. It is expected that the
dryout of the largest pore will supersede the smaller pores due to
its low capillary pumping limit. Local dryout of the porous struc-
ture will create bypass for vapor flow to the compensation cham-
ber, thereby hampering the performance of the complete system.
On this basis, it can be argued that the capillary limit of the cap-
illary evaporator calculated from the mean pore radius will over-
estimate the thermal capacity of the LHP, which can be a serious
design issue in electronic cooling.

Fig. 3 Structure of the (a) monoporous copper sample made from 100-200 mesh size powder, (b) monoporous copper
sample made from —200 mesh size powder, and (c) biporous copper sample at X300 magnification
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Table 2 Experimental and predicted values for effective ther-
mal conductivity of water saturated wick (powder: monopo-
rous, copper, 100200 mesh size)

k

e
Method (W/m K)
Experimental value 31.77-32.54 (~32)
Dunn and Reay [1] 188.09
Volume averaging technique [1] 228.27
Alexander correlation [33] 65

4.3 Wick Effective Thermal Conductivity. The effective
thermal conductivity of the wick is a very important parameter to
be considered during the selection of the wick material and design
of the capillary evaporator. A simple experiment based on the
one-dimensional conduction heat transfer was developed to deter-
mine the effective thermal conductivity of the sintered copper
wick saturated with water. The test setup consisted of a sealed
rectangular copper container with water saturated sintered copper
wick, 43% porous, and made from 100-200 mesh size powder,
such that the bottom face of the sample is provided with uniform
heat flux, while the top face is cooled using fin heat exchanger
with air flow arrangement. Experimental data were substituted in
Eq. (5) to calculate the effective thermal conductivity of the wick.
The experimental uncertainty for effective thermal conductivity
(ke) was 5.7%.

__ Q%
¢ (o= TwAs

The experimentally determined k, was compared with prediction
made on the basis of different correlations available in the litera-
ture as given below.

Dunn and Reay [1] proposed the following correlation to cal-
culate the effective thermal conductivity k. of the isotropic wick
structure,

(®)

- W( 2 + (kifky) = 28[1 - (k,/kw)]) ®)

2+ (kirky) + &[1 = (ki/ky)]

Effective thermal conductivity of the wick can also be obtained by
volume averaging technique [1] as stated below:

ke =ky(1-2) + ek (7

Alexander [33] derived a correlation for calculating the effective
conductivity of the homogeneous wick structure as

Kk \~( -8
ke= k.(k—') ®)
W

where « is a constant equal to 0.59.

Table 2 lists the values for k. obtained from the experiment and
theoretical correlations discussed above. It can be seen from com-
parison that correlations largely overpredict the value of k.. The
effective thermal conductivity obtained from the Dunn and Reay
correlations and volume averaging technique is more than 5.8
and 7 times of the experimental value of 32 W/m K, respec-
tively. However, the k. value predicted by Alexander’s equation
(~65 W/m K) was better than other correlations. The difference
in experimental conditions and setup as compared with those used
while deriving the correlations, experimental uncertainties in po-
rosity (~2.1%) and effective thermal conductivity (~5.7%), pos-
sible imperfections in test sample like improper thermal contact
between container wall and wick, and incomplete wetting of wick
are some of the sources that can account for discrepancies be-
tween measured and predicted results.

4.4 Pressure Criterion. The main condition that needs to be
satisfied for the proper operation of the LHP is the same as for any
other heat pipe and relates to the balance of the capillary pressure
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Table 3 Results of the pressure analysis on each wick sample
Capillary pressure  Pressure drop (at T, and 60 W input)

Sample (Pa) (Pa)

A 8163.18 503.22

B 8081.98 44491

C 3231.56 386.87

D 8362.4 647.91

generated by the porous structure on the working fluid and the
total pressure drop in the loop. In other words, the wick structures
used in the present experiments must be able to generate enough
capillary pressure to keep the working fluid in continuous circu-
lation. This criterion can be stated mathematically as follows:

APgp = AP, + AP + APy = AP, 9)

where AP, is the generated capillary pressure and AP, is the
total pressure drop in the loop, which includes pressure loss due to
to vapor flow (AP,), pressure loss incurred due to the liquid flow
(AP)), and hydrostatic pressure loss due to the unfavorable slopes
of the device in the gravity field (AP).

The maximum capillary pressure, which depends on the surface
tension coefficient (ay) of the liquid working fluid and pore radius
(ry,) of the porous structure, is given by the Young-Laplace equa-
tion [1] as

20’|

APgp= =2

. (10)

The pressure drop due to friction losses in liquid and vapor flows
through the loop (for laminar or turbulent flows, circular or non-
circular pipes, and smooth or rough surfaces) is given by the
Darcy—Weisbach equation [34] as

L pu?

Ap=f—P—

D, 2
where f, Darcy friction factor, is a dimensionless quantity and
function of Reynolds number For perfectly smooth pipes/
channels, the friction factor (f) is given by

(11)

64
f= R_e Re < 2300 (laminar flow) (12)
0.316
f=—25 Re>2300 (turbulent flow) (13)
Re™

A suitable wick structure must satisfy the pressure criterion for the
successful operation of the loop as expressed below:

AP, = AP (14)

Table 3 presents data on the capillary pressure generated by dif-
ferent wick structures as calculated on the basis of largest pore
size and the associated total pressure drop inside the mLHP for
each case. These results are reported at the maximum heat load
applied in the experiments. It is evident that the capillary pressure
provided by each wick structure was quite large as compared with
the pressure losses. In other words, the capillary limit was not
reached in any of the test run.

5 Results and Discussion

The results of the experimentation on the mLHP prototype us-
ing different types of wicks are now presented.

5.1 Effect of Wick Material. Sintered metal wicks made
from nickel and copper were used to study the effect of the ther-
mal conductivity on the mLHP performance. For the two wick
types, the physical characteristics were approximately the same
with the maximum pore radius of less than 15 wm and a porous
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Fig. 4 Heatload dependence of (a) vapor temperature (T,) and temperature
difference between evaporator and compensation chamber wall (Tq,-Tco)
and (b) heat transfer coefficient (h,,) and evaporator thermal resistance

(Rey) for wick samples A and B

volume of 45-50%. The thermal conductivities of the copper ma-
terial and nickel material used to fabricate these samples were
400 W/m K and 90 W/m K, respectively, which correspond to
the effective thermal conductivities of 55.68 W/m K and
16.9 W/m K, respectively, as calculated from Eq. (8). The thick-
ness of the wick structure was restricted to 3 mm with an absorb-
ing face area of 616 mm?. Figure 4(a) shows the heat load de-
pendence of the vapor temperature with two types of wick
material.

It can be seen from the graph that for a heat load of less than 45
W, the evaporator saturation temperature for the mLHP with cop-
per wick is lower than with the nickel wick. This is the result of
the efficient heat exchange in the evaporation zone with the cop-
per wick, as shown in Fig. 4(b). With the copper wick overall heat
transfer coefficient from the evaporator wall to the vapor was as
high as 26,270 W/m? K. These higher values of the heat transfer
coefficient were obtained because of the high thermal conductivity
of copper, which helped to transfer heat efficiently to the evapo-
rating menisci in the capillary structure by conduction through the
wick skeleton. An abrupt decrease in the heat transfer coefficient
with the copper wick was experienced at approximately 30 W,
possibly due to the formation of dissociated pores near the heating
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wall as the heat load increases. Here, the desiccated or dried out
pores introduced additional thermal resistance in the evaporation
zone, as is clearly shown in Fig. 4(b) for heat loads greater than
30 W. In the case of nickel wick, the maximum heat transfer
coefficient value achieved was 20,700 W/m? K.

For the copper wick mLHP, as shown in Fig. 4(b), low values
of 0.06-0.10°C/W for evaporator thermal resistance (Re,) from
the evaporator wall to the evaporator outlet were achieved over
the range of applied heat load. R, with nickel wick was found to
be between 0.08°C/W and 0.21°C/W. For the copper wick, the
lowest value of R, is achieved at low heat load, whereas with
nickel wick R, is lowest at maximum applied heat load, i.e., 60
W. This fact helps to differentiate the operational regime and heat
transfer characteristics of copper and nickel wicks. The high ther-
mal conductivity of copper wick is an advantage in organizing
efficient heat exchange between heated wall and working fluid
inside the evaporation zone. In this case, heat transfer augmenta-
tion is performed by copper wick by improving conduction heat
flow along the evaporating face of the porous structure via highly
conductive wick matrix. Positively, this helps to address the cold
state startup problems faced by the mLHPs at low heat loads [35].
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Table 4 Measured flow properties of the monoporous copper
wicks

Measurement
Property method/principle Sample B Sample C
Maximum pore
radius (um) Bubble point testing 12-15 30-37
Porosity (%) Density method 44-46 40-43
Permeability (m?) Darcy law 7.21x1072  1.79x1071

However, high conductance of copper also increases the thermal
diffusion in the wick thickness that increases the heat leaks from
the evaporation zone to the compensation chamber particularly at
high heat loads. As a result, the saturation temperature for the
mLHP with copper wick was slightly higher than that of the nickel
wick mLHP beyond 45 W. Figure 4(a) also plots the temperature
difference across the capillary structure calculated by deducting
the average evaporator wall temperature from the mean compen-
sation chamber wall temperature. A low temperature difference
signifies lower thermal resistance and thus high rate of heat flow
across the wick. It is evident from the graph that heat leaks with
copper wick are higher than nickel wick. As a result, nickel wick
performs better at high heat loads but worst at low input powers
due to its 4.4 times lower thermal conductivity than copper.

At high heat loads (above 35 W), it is noted that the same
incremental rise in the input load produced higher increase in
evaporator temperature for both wick structures. Such behavior is
very typical for LHPs and depicts the constant conductance mode
of loop operation in contrast to the variable conductance mode
that is presented at low heat loads. The variable mode of operation
is characterized by auto regulation of the evaporator temperature
within certain range and is associated with the filling of the com-
pensation chamber by displaced liquid from condenser with the
progressive increase in the input power. In the present case, vari-
able mode is presented below 35 W heat load. Once the compen-
sation chamber is fully occupied with liquid, the constant conduc-
tance mode commences in which the operational characteristics of
LHP are similar to the conventional heat pipe. As an outcome of
this experiment, it can be concluded that capillary structures made

from a highly conductive material like copper can be effectively
used in a miniature LHP for thermal control of electronic equip-
ment without any major performance degradation. This is made
possible by the use of a fine pore wick with a highly conductive
porous matrix that is occupied by working fluid with relatively
low thermal conductivity.

5.2 Effect of Wick Flow Properties. Apart from the material
characteristics like thermal conductivity, physical properties of the
wick structure like porosity, permeability, and pore configuration
also play an important role in determining its operational charac-
teristics. In order to study the effect of the physical properties on
the mLHP operation, two samples of the monoporous copper wick
with different physical properties were tested as capillary pump in
the designed mLHP. The first sample was sintered from copper
powder with —200 mesh size, while in the second sample copper
powder 100-200 mesh size was used. The geometrical properties
of these samples, as measured experimentally using approach out-
lined in Sec. 4.2, are presented in Table 4.

The results of the experiment are presented in Fig. 5 as a heat
load dependence of the evaporator saturation temperature for the
two samples. It is evident from the graph that the performance of
the mLHP with sample B is much superior to sample C. The
physical properties of sample B are optimum to provide necessary
vapor and heat flow barrier from the evaporation zone to the com-
pensation chamber. The maximum capillary pressure provided by
the wick structure is decided on the basis of the effective radius of
the largest through-pore, which is much higher in the case of
sample C (~37 wm). At higher heat loads a pore can dryout,
thereby permitting vapor flow from the evaporating surface of the
wick to the compensation chamber. For sample B, the value of the
maximum pore radius (=15) was low enough to guarantee vapor
locking in the given range of heat load, as verified by the loop
pressure analysis given in Table 3. With both wick samples, the
evaporator did not show any symptoms of capillary structure dry-
out like vapor back flow or sudden elevation in evaporator tem-
perature. Although the pressure analysis for both samples supports
sufficient pumping capability of the wicks in the range of applied
heat load, chances of local dryout for sample C at high heat loads
are more than for sample B due to large pore sizes. Such a dryout
can be recoverable but manifests itself by displaying relative rise
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Fig. 5 Heat load dependence of vapor temperature (T,) and temperature
difference between evaporator and compensation chamber wall (Tg,,-T..) for

wick samples B and C
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in evaporator temperature.

The porosity of the wick affect the parasitic heat leaks from the
evaporator zone to the compensation chamber and thus take part
in providing thermal barrier. From Table 4, it is evident that the
porosity of sample B (46%) is larger than sample C (43%). As the
effective thermal conductivity of the wick structure has strong
inverse dependence on the porosity of the capillary structure, back
heat conduction through sample C was higher than sample B,
which is evident from the higher evaporator saturation tempera-
ture with sample C, as presented in Fig. 5. The effective thermal
conductivities for samples B and C as calculated by Eq. (8) were
55.68 W/m? K and 64.4 W/m? K, respectively, that supports the
observed temperature trend. It should be noted that due to larger
pore size in sample C, the measured permeability of the sample is
higher than sample B which results in lower liquid pressure losses
through sample C as confirmed by pressure drop values in Table
3. In the context of LHP, the wick must possess sufficient perme-
ability such that its capillary pumping limit is not compromised
due to the liquid pressure losses through it, which is true for both
the samples.

Sample B was sintered from powder with low mesh size as
compared with sample C. The powder size affects the surface area
to volume ratio of the wick sample, which is higher for specimen
fabricated from powder with smaller size granular. As a result,
evaporating heat transfer area for sample B was larger than
sample C, which provides better thermal performance for sample
B.

5.3 Effect of Wick Structure. In this experiment, two
samples of a sintered copper wick, one based on the principle of
single pore distribution (monoporous structure) and another based
on the double pore distribution (biporous structure), respectively,
were made. Sample B was the same as in previous case, i.e.,
monoporous copper wick made from —200 mesh size powder and
46% porous. For the second sample, as shown in Fig. 2, a double
layered wick structure with a combination of a monoporous and a
biporous layer was used. The biporous copper layer has a high
porosity of 65% and was made from biporous copper powder with
a granular of 50-140 mesh size. Due to the possibility of vapor
breaking through the large pores of the biporous media into the
compensation chamber, an additional backing layer of a monopo-
rous material (the same as that used in sample B) was sintered
attached to it. The biporous portion of the wick formed the evapo-
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rating face, while the monoporous portion acted as an absorbing
face (Fig. 2). The total thickness of both samples was the same at
3 mm.

Figure 6 presents the relation between saturation vapor tem-
perature and applied heat load for mLHP testing with the monopo-
rous and combined wick structure. It is noted from the graph that
the combined wick structure presented superior thermal perfor-
mance to that of the monoporous wick, particularly at high heat
loads. This can be explained by looking into the details of the heat
transfer processes in the evaporation zone with two types of wick
configuration. In the wick with a monoporous distribution, the
vapor phase in the capillary structure volume along the heating
wall is absent at low to moderate heat loads. This is because the
liquid superheat is not sufficient to boil the working fluid in the
pores. It should be noted that the presence of vapor phase inside
the porous matrix along the heated wall is beneficial in providing
large surface area for evaporation. For the biporous capillary
structure due to the presence of two characteristic pore sizes, the
value of superheat at which one can observe liquid boiling in large
pores is smaller than in monoporous wicks. In this case, the com-
bination of randomly distributed large and small pores provides
sufficient nucleation sites as well as necessary temperature differ-
ence to initiate boiling and thus clearing of liquid from larger
pores. The resultant outcome is the availability of the larger sur-
face area for evaporative heat transfer. Therefore in the bidis-
persed wick portion, heat transfer is enhanced in the nucleate
boiling regime by the increasing surface area from which thin film
evaporation can take place. The biporous wick also allows the
liquid and vapor phases to have separate flow paths, the liquid
through the small pores and the vapor through the large pores.
Unlike the monoporous wick, this helps to avoid any vapor blan-
ket formation at the heating wall due to desiccation of the pores at
high heat fluxes, which can introduce additional thermal
resistance.

For low heat loads (<30 W) in Fig. 6, there is no clear dis-
tinction between the performance of the two wick types due to the
absence of vapor phase inside the porous structure along the
heated wall. In this case, for both wicks, the bulk of the porous
structure is saturated with the liquid, which provides approxi-
mately equivalent evaporating face area and thus comparable
performance. However, biporous wick is able to provide much
better performance than monoporous wicks at high heat fluxes.
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the four wick samples tested in mLHP

mLHP with biporous wick presented low rate of increase in vapor
saturation temperature with applied heat load due to the high
evaporator heat transfer coefficient. In the range of applied power,
maximum heat transfer coefficient values of 83,787 W/m? K and
26,270 W/m? K were achieved with biporous wick and monopo-
rous wick, respectively. Figure 6 also presents the evaporator ther-
mal resistance of two wick types. The evaporator thermal resis-
tance using biporous wick was within 0.019-0.04°C/W as
compared with 0.06—0.10°C/W for monoporous wick.

For the sake of comparison, Fig. 7 presents the vapor saturation
temperature versus heat load trend for each wick configuration.

biporous wick, the presence of the two characteristic pore
sizes (i.e., large pores and small pores) increases evapora-
tive heat transfer from the wick wall interface and at the
same time provides separate flow paths for the liquid
(through small pores) and vapor (through large pores).
Maximum heat transfer coefficient of 83,787 W/m? K for
biporous wick and of 26,270 W/m? K for monoporous
wick was attained.

Nomenclature

Out of the tested configuration, biporous wick showed best ther- A = area, m?
mal performance with more than 12% improvement over monopo- D = diameter, m
rous wick in the mLHP operating temperature. f = friction factor
h = heat transfer coefficient, W/m? K
6 Conclusions k = thermal conductivity, W/m K
. . k, = specific permeability of the porous structure,
The outcomes of this paper can be summarized as follows. m?2
* The thermal characteristics of the miniature loop heat pipe L = length, m
evaporator with capillary structures of different materials, AP = pressure difference/pressure drop, Pa
flow properties, and porous structures have been studied to Q" = heat load, W
improve the efficiency of the heat exchange process inside R = thermal resistance, °C/W or K/W
the evaporation zone. r = pore radius, m
+ It was experimentally demonstrated that high conductive Re = Reynolds number
copper wick showed superior performance than nickel wick t = thickness, m
and provided heat transfer coefficient (h,) oOf T = temperature, °C or K
26,270 W/m? K and evaporator thermal resistance (Re,) of U = flow velocity, m/s
V' = volumetric flow rate, m3/s

0.06—0.10°C/W as compared to h,, of 20,700 W/m? K
and Rg, of 0.08-0.21°C/W for nickel wick. However, the
heat leaks from the evaporator to the compensation chamber

Greeks Symbols

— H 3
due to heat conduction through porous matrix are larger for P _ densn_y, kg/m
: & = porosity, %
copper wick. . . . = surface tension, N/m
e The flow properties of the wick are very detrimental in the T T k
proper functioning and acceptable heat transfer performance p = viscosity, Pas
of the capillary evaporator. High porosity is required t0  constants
minimize the parasitic heat leaks from the evaporator zone a = 059 (as per Eq. (8))
to the compensation chamber. High permeability of the wick
helps to reduce the pressure losses through the porous me-  Subscripts
dia. Apart from this, the wick should be able to generate a = applied
sufficient capillary head, as calculated on the basis of the bf = bottom face
largest pore size, to keep the fluid in continuous circulation. cap = capillary
e Heat transfer characteristics of the biporous wick were bet- cc = compensation chamber
ter than monoporous wicks tested in the experiment. In the cci = compensation chamber inlet
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cf = condenser fin
ci = condenser inlet
co = condenser outlet
e = effective
eo = evaporator outlet
ev = evaporator
ew = evaporator wall
= gravity
= hydraulic
= liquid
maximum
= specimen
= total
= top face
v = vapor
w = wick
wm = wick material
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Introduction

Experimental Determination and
Modeling of the Radiative
Properties of Silica Nanoporous
Matrices

Superinsulating materials are currently of interest because the heating and cooling of
houses and offices are responsible for an important part of CO, emissions. In this study,
we aim at modeling the radiative transfer in nanoporous silica matrices that are the
principal components of nanoporous superinsulating materials. We first elaborate
samples from different pyrogenic amorphous silica powders that slightly differ one from
another in terms of specific surface, nanoparticle diameter, and composition. The various
samples are optically characterized using two spectrometers operating on the wavelength
range (250 nm; 20 um). Once the hemispherical transmittance and reflectance spectra
are measured, we deduce the radiative properties using a parameter identification tech-
nique. Then, as the considered media are made of packed quasispherical nanoparticles,
we try to model their radiative properties using the original Mie theory. To obtain a good
agreement between experiment and theory on a large part of the wavelength range, we
have to consider scatterers that are up to five times larger than the primary nanopar-
ticles; this is attributed to the fact that the scatterers are not the nanoparticles but
aggregates of nanoparticles that are constituted during the fabrication process of the
powders. Nevertheless, in the small wavelength range (A smaller than 1 um), we can
never get a satisfactory agreement using the Mie theory. This disagreement is attributed
to the fact that the original Mie theory does not take into account the nanostructure of the
aggregates. So we have developed a code based on the discrete dipole approximation that
improves the modeling results in the small wavelength range, basing our computations on
aggregates generated using the diffusion-limited cluster-cluster aggregation algorithm in
order to ensure a fractal dimension close to what is usually found with aggregates of
silica nanoparticles. [DOI: 10.1115/1.3109999]

it as an effective thermal conductivity that only depends on the
porosity. Heinemann et al. [4] corrected the conductivity of solid

Nanoporous superinsulating materials are currently the subject
of much attention because of their awesome thermal insulation
properties: up to five times better than air, generally regarded as
an excellent thermal insulator, when they are placed under pri-
mary vacuum. These materials are essentially made of a nano-
porous matrix of amorphous silica nanoparticles (more than 90%
of the solid volume fraction) that provides the main thermal prop-
erties to these superinsulating materials. In addition to the matrix,
we typically find two other types of components:

» micrometric scale fibers that are expected to provide me-
chanical reinforcement;

* micrometric particles that improve opaqueness in the infra-
red wavelength region.

The porosity of these superinsulating materials is close to 90%.
A more detailed description of their microstructure can be found
in Ref. [1].

Several studies have focused on the thermal properties of these
materials. Since the middle of the 1980s, the interest for vacuum
insulating materials (among which the silica aerogels) has been
increasing [2—4]. Most of the earlier studies concerning these ma-
terials deal with combined conductive and radiative heat transfers.
As far as the solid conductivity is concerned, Kamiuto [3] treated
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materials (SiO,) with a geometrical factor evaluated from the
measured heat transfer coefficient at low temperature. Concerning
the radiative transfer, it is computed from the Mie theory or ex-
perimentally determined. In the latest years, as the knowledge of
the nanostructure of the material increases, the studies aim at tak-
ing it into account and uncouple the radiative and conductive
transfers. Recently, Rochais et al. [5] developed a model enabling
to study the transient or steady-state conductive heat transfer
through a fractal representation of a nanoporous material in order
to compute the thermal conductivity of these materials. At the
same time, Enguehard [1] modeled the radiative heat transfer in
these highly porous materials using the Rosseland approximation
and the Mie theory. Coquard and Quenard [6] proposed a model
for steady-state heat transfer that combines conductive and radia-
tive transfers: The conduction is treated with Fourier’s law on a
theoretical representation of the network formed by the nanopar-
ticles, and the radiative transfer is computed with the Rayleigh
scattering theory. As far as the order of magnitude of the thermal
conductivity in superinsulating materials is concerned, Caps and
Fricke [7] measured effective conductivities close to
3-4 mW m~ K~ on silica matrices with opacifiers at room tem-
perature. They evaluated the value of the solid thermal conductiv-
ity at ~2 mW m~1 K=, This value is consistent with the compu-
tations of Rochais et al. [5] that indicate a thermal conductivity of
the solid phase of 2.5 mW m™ K1 on 3D fractal structures that
are representative of the nanostructure of the material. Lastly, En-
guehard [1] evaluated the radiative conductivity at 300 K between
0.7 mWmKtand 1.7 mW m™ K™%, depending on the opaci-
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Table 1 Properties of the silica powders used to make the samples

Wacker HDK-T30

Cabot Cab-O-Sil

Composition (% in weight) =99.8% SiO,

B.E.T. specific surface 300 m?gt
Characteristic aggregate length 120 nm
Diameter of nanoparticles 9 nm
Silanol surface density 2 nm™
Water contents ~2%

EH5 Degussa Aerosil COK84
=99.8% SiO, 84% SiO, and 16% Al,O;
380 m?g* 180 m? g
200-300 nm
7 nm 13.5 nm
3.5-4.5 nm™2
~8% ~3.5%

fiers (composition and size of the microparticles), whereas the
value of the radiative conductivity without any opacifiers was
found to be close to 6.6 mW m™* KL, It is worthy to note that if
we add the values of the solid [5] and the radiative [1] conduc-
tivities for silica nanoporous matrices with opacifiers, we retrieve
the effective conductivity value indicated in Ref. [7]. These results
prove that even at 300 K, the radiative transfer is far from being
negligible in superinsulating materials, since the radiative conduc-
tivity is of the order of 30% of the effective thermal conductivity.
It is therefore of great interest to study and model the radiative
transfer in such nanostructures, in order to better understand the
radiative transfer phenomena and optimize such materials.

We aim at determining experimentally and modeling the radia-
tive properties of such nanoporous materials, which are semitrans-
parent media in the considered wavelength range. The matrix be-
ing the most influential ingredient on the thermal properties of
these materials, we only consider the nanoporous matrix in the
current approach. In order to study the influence of the matrix on
the thermal radiative properties, nanoporous superinsulating ma-
terials are especially elaborated without the two other components
(fibers and micrometric particles).

We first present the characteristics of the samples and the way
we used to get their optical properties. Then, after a brief review
of the radiative transfer equation (RTE) and of the parameter iden-
tification technique that we have used, we discuss the radiative
property spectra obtained from transmittance and reflectance
hemispherical measurements. These experimental spectra are
compared with the predictions of the original Mie theory includ-
ing dependent scattering in a first step. Because of discrepancies
observed in the short wavelength region between the Mie and
experimental spectra that are attributed to limitations inherent in
the original Mie theory, we use in a second step the discrete dipole
approximation. This modeling technique leads to a better agree-
ment between the computed spectra and the experimental ones.

2 Experimental Determination of the Radiative Prop-
erties of the Nanoporous Matrices

2.1 Characteristics of the Studied Silica Powders. The
studied materials are silica nanoporous matrices obtained by pack-
ing hydrophilic pyrogenic silica nanoparticles. Different silica
powders from three different manufacturers were used to elabo-
rate our samples (see Table 1). The silica nanoparticles are pre-
cised to be hydrophilic: Their surface chemistry mainly depends
on the presence of silanol groups Si—-OH. The concentration of
silanols at the silica nanoparticle surface governs its moisture ad-
sorption capacity. If the samples are subject to a moist atmo-
sphere, the equilibrium between the samples and the atmosphere
is reached within a few minutes; so adsorption is a very fast pro-
cess. If we wanted to cast off the presence of water in our
samples, we should dry them at temperatures higher than 200°C.
Nevertheless, after the drying process, we would have to work
under controlled atmosphere to prevent the samples from rehy-
drating; such conditions are inconceivable. So in the results pre-
sented below, we will work with hydrated samples. Table 1 pre-
sents the properties of the different powders we used to make our
samples. Apart from the nanoparticle diameter that was computed

082701-2 / Vol. 131, AUGUST 2009

from the specific surface and the density of the bulk material
(dp=6/(Sspep)), all these data are stemmed from the suppliers’s
booklets [8-10]. Here it is important to underline that isolated
primary nanoparticles do not exist in the powders. During the
fabrication process of these powders, nanoparticles fuse together
to form larger units called aggregates. This aggregate structure can
be observed on the electron micrograph of Figs. 1 and 2. With
transmission electron microscopy (TEM) images, we checked that
the observed diameter of the primary nanoparticles was consistent
with the specific surface values announced by the various suppli-
ers. The nanoporous matrix samples were made by isostatic com-

Fig. 1 Figure stemmed from Ref. [43]: Electron micrograph of
the Cab-O-Sil fumed silica, which has been shadowed with va-
porized gold to highlight the three dimensional random branch-
ing of the aggregates. Final magnification 50,000X.

Fig. 2 TEM micrograph of the Wacker HDK-T30 powder
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Fig. 3 Hemispherical transmittance spectra obtained for two
samples (S1 and S2) of different thicknesses t made of the
same HDK-T30 powder

pression of the silica powders at a pressure close to 60 bars. The
samples are highly porous (~90%) and have different thicknesses
ranging between 2.0 and 10.5 mm.

2.2 Transmittance and Reflectance Measurements. The
samples are then optically characterized using two different spec-
trometers covering an overall spectral band of (250 nm; 20 um):
a Varian Cary grating spectrometer on the (250 nm; 2.5 um)
spectral band and a Brucker IFS66V Fourier transform infrared
(FTIR) spectrometer on the wavelength range (1.6 um; 20 um).
The measured quantities are the hemispherical transmittance and
reflectance properties: For these measurements, the two spectrom-
eters are equipped with integrating spheres made of polytetrafluo-
roethylene (PTFE) for the Varian Cary and of gold for the Brucker
that collect hemispherically the radiation traveling through or re-
flected by the samples.

Figures 3 and 4 show the spectra obtained for two samples of
thicknesses 2.0 mm and 5.0 mm made of the Wacker HDK-T30
powder. These spectra are in accordance with what we expect. As
far as the transmittance is concerned, we can point out that this
quantity decreases as the sample thickness increases, which is
quite consistent. In the neighborhood of the 3 wm wavelength,
the transmittance almost vanishes: This large absorption spectral
zone is attributed to the presence of water within the pores and/or
at the surface of the silica nanoparticles. Above 8 um, the trans-
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Fig. 4 Hemispherical reflectance spectra obtained for two
samples (S1 and S2) of different thicknesses t made of the
same HDK-T30 powder
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mittance is nil because of the bulk absorption of silica that
strongly increases in this wavelength range. With regard to the
reflectance, we note that this quantity increases with the sample
thickness: This behavior is consistent and finds its explanation in
the fact that the quantity of backscattered photons increases with
the sample thickness. Above 8 um, the reflectance does not de-
pend anymore on the sample thickness: silica being very absorb-
ing in this wavelength range, even the thinnest sample can be
considered as optically thick.

2.3 RTE Solution Model and Parameter Identification. In
this part we aim at identifying the radiative properties of the
samples from the experimental data derived from optical measure-
ments using a parameter identification technique.

To compute the theoretical data used in the parameter identifi-
cation process, we have to solve the RTE. The assumptions of our
model are as follows:

e one-dimensional radiative transfer within a homogeneous
semitransparent absorbing and scattering medium;

e azimuthal isotropy;

e the self-emission term is neglected.

Under these conditions, the RTE can be written as follows

ﬂal)\(zrﬂ) +
B dz

where 1, is the space and direction dependent intensity field, z is
the spatial coordinate (lying between 0 and the thickness t of the
sample), u is the cosine of the polar angle of the scattering direc-
tion, and w’ is the cosine of the polar angle of the incident direc-
tion. B, is the extinction coefficient, w, is the scattering albedo,
and ¢, is the phase function. These properties are the effective
radiative properties of the studied sample, i.e., the properties of
the equivalent homogeneous medium in terms of radiative
transport.

As we have only two experimental data for each wavelength
(hemispherical transmittance and reflectance), we can determine
the values of only two physical quantities using the parameter
identification. As the data that we are interested in are the extinc-
tion coefficient and the albedo, we choose the phase function as
isotropic, i.e., VA,V u,Vu', ¢\ (u,n’)=1. Doing so, the data we
determine with the parameter identification technique are not the
real extinction coefficient B, and albedo w, of the medium, but
the radiative properties B} and w} of an equivalent medium that
scatters radiation isotropically. This procedure is known as the
isotropic scaling [11] or the transport approximation [12,13]. The
isotropic scaling data B} and w} are related to the real data 8, and
w, according to

1
Ih= %f h(z,u") (', wdp’ 1)
-1

By =B\(1- g, )
* w}\(l - g)\)

= 3

T (1-w9) ®

where g, is the asymmetry factor of the medium. The two mod-
eling techniques we use hereafter (the original Mie theory and the
discrete dipole approximation) permit us to compute B,, w,, and
g, So in order to be able to compare these values with the ex-
perimental radiative properties, the computed data are corrected
using the isotropic scaling technique. Consequently, until the end
of the current paper, when we consider extinction coefficients or
albedos, we will actually deal with the isotropic scaling proper-
ties, i.e., the radiative properties of the equivalent homogeneous
medium that scatters radiation isotropically.

Our samples being very porous (~90%), the refraction index
contrast at their boundaries is very weak. So, there are no reflec-
tions at the interfaces and we can use the following boundary
conditions:
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Fig. 5 Extinction coefficient spectra obtained by parameter
identification for two samples of different thicknesses t made
of the same HDK-T30 powder

W\ (u) when po=p=1

mz:o,m:{o when 0 = 1 = o (4)

Ih(z=t,u)=0 at wu=0 (5)

where W, is the direction and wavelength dependent illumination
function. The value g is close to 1 and indicates a directional
illumination. As the thickness t of the sample is known, the phase
function ¢, is assumed to be isotropic (¢, =1), and the boundary
conditions are clearly expressed; if we know B, and w,, we can
solve the RTE (1) and compute the intensity field, I, using the
discrete ordinates method [14]. From that field, the hemispherical
transmittance and reflectance can be quantified from the expres-

sions
1 0
fl(t,,u),ud,u —f 1(0, ) ud e
e Rl=————
f Wy (p)pdu f Wy (p)pdu
Mo Mo

The whole procedure described above, which allows the evalua-
tion of the hemispherical transmittance and reflectance of our
samples from the knowledge of their radiative properties, must be
regarded as the direct problem; the inverse problem is numerically
solved using a method based on the Newton—-Raphson algorithm.

The radiative property spectra obtained that way for the
samples made of the HDK-T30 powder are shown in Figs. 5 and
6. Here, we can point out the importance of the water contribution
in the extinction coefficient spectra. The extinction peaks at
1.4 pm, 1.95 pwm, 2.9 um, and 6.0 um are attributed to the
water molecule [15]. Above 7 um, since the silica is very absorb-
ing [16], the transmittance is too weak so that we use these spectra
in the parameter identification procedure. Hence, we do not
present the results of the radiative property spectra above 7 um.
The two last peaks at 2.2 um and 5.3 um are, respectively, as-
sociated with Si—-OH [15] and Si-H [17] bonds.

3 Modeling of the Radiative Properties of the Silica
Nanoporous Matrices

One of the main goals of this work is to be able to predict the
radiative behavior of our silica nanoporous matrix materials on
the basis of their morphological descriptions. As our samples are
made of packed quasispherical nanoparticles, the first idea that
comes in mind is to compare the experimentally determined ra-
diative properties to the ones computed with the well-known Mie
theory [18]. In a second step, we propose working on an alterna-
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Fig. 6 Albedo spectra computed by parameter identification
for two samples of different thicknesses t made of the same
HDK-T30 powder

tive modeling technique based on the discrete dipole approxima-
tion (DDA\) that takes finely into account the nanostructures of our
media and the dependent scattering effects between the nanopar-
ticles.

3.1 Comparison Between the Experimental Results and
the Original Mie Theory

3.1.1 Using the Standard Mie Theory Including Dependent
Scattering. As the studied materials are made of packed quasi-
spherical nanoparticles, we first try to use the Mie theory [18] to
predict the radiative properties of our samples. This very classical
modeling tool allows the computation of the interaction (scatter-
ing and absorption) between an electromagnetic wave and a
sphere (or a spherical particle cloud) [19].

In this section, we take into account the water contribution
using the Maxwell-Garnett mixing rule. The water mass fraction
is chosen so that we respect the data indicated by the various
suppliers: ~2% for the HDK-T30, ~8% for the EH5, and ~3.5%
for the COK84.

We have first computed the radiative properties of our media
neglecting the dependent scattering effects that may occur. The
results presented in Figs. 7 and 8 concern the HDK-T30 powder;
if we assume that the size of the scatterer is the same as the one of
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Fig. 7 Comparison of the HDK-T30 powder of an experimental
extinction coefficient spectrum (S1) with those obtained using
the Mie theory for 9 nm diameter scatterers. Various correla-
tions are applied to the Mie theory in order to account for de-
pendent scattering effects.

Transactions of the ASME



L ) . =+ S1-t=2.0mm
L ~. — No dependence effects
N, s [19] - packed-sphere model
o8I p & [19] - liquid model
L « [18]
=
L 0 ]
oo p"' i n B
B bk R 1
2 L A '
I P i
“osf | 7
I Lo ]
02 T -
ol : i
1 10
Wavelength (um)

Fig. 8 Same as Fig. 1, but for albedo spectra

the primary nanoparticle (~9 nm), we see that the radiative prop-
erties we obtain are far from the experimentally determined ones
whatever the quantity we consider: The Mie albedo spectrum is
very distant from the experimental one on the whole wavelength
range; as far as the extinction coefficient is considered, the agree-
ment between the Mie and experimental ones is satisfactory for
wavelengths above 2.5 um, whereas below this value, the diver-
gence between the Mie results and the experimental ones can
reach more than one order of magnitude.

Due to the observed discrepancies, we have decided to inquire
about the influence of the dependent scattering. First, if we locate
our problem on the well-known scattering regime map of size
parameter versus volume fraction published by Tien and Drolen
[20], we see that we clearly lie in the dependent scattering regime
(f,~0.13; size parameter =0.11). In order to determine if the
observed discrepancies might be attributed to dependent scattering
effects alone, we have tried various correlations. As we aim at
determining the radiative properties over a wide range of size
parameter (1.4 X 1073 =x=0.11), we have first made sure that we
lie in the Rayleigh scattering regime over the whole wavelength
range, computing the relative error between the Rayleigh formulas
and the general Mie formulas results: We have concluded that the
maximum relative error is below 1% over the wavelength range
whatever the cross section (absorption or scattering) we look at.
So to take into account the correlated radiative transfer in our
media, we have used the correlations developed in Refs. [21-23]
that apply to Rayleigh sized particles. These models account for
the interparticle effects on the radiative characteristics of densely
packed systems.

e The correlation developed in Ref. [21] is based on the as-
sumption of a Percus—Yevick pair distribution function to
describe the spatial organization of the particles. This corre-
lation depends on the volume fraction alone. It is important
to notice that the use of this model is suggested for volume
fractions =0.1.

e In Ref. [22], the authors derived their model for various
distribution functions: the gas model (especially adapted for
volume fractions =0.1), the packed-sphere model (espe-
cially adapted for volume fractions =0.1), and the liquid
model that incorporates the gas and the packed-sphere
model.

 Prasher [23] derived the effective field approximation (EFA)
and the quasicrystalline approximation (QCA) for the Ray-
leigh regime. The EFA assumes independent scattering, so it
only takes into account the multiple scattering, whereas the
QCA accounts for the multiple scattering effects and for the
dependent scattering.

Journal of Heat Transfer
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Fig. 9 Comparison of the HDK-T30 powder of an experimental
extinction coefficient spectrum with those obtained using the
Mie theory for 9 nm diameter scatterers. The results obtained
using the correlations developed in Ref. [23] are presented to
appreciate the impact of multiple and dependent scattering.

Figures 7 and 8 show the results we get with the three following
dependent scattering correlations: the relation of Ref. [21] (even if
the solid volume fractions of our samples are quite slightly than
0.1) and the packed-sphere and the liquid models presented in
Ref. [22]. The radiative property spectra computed with the gas
model are not presented because this model yields negative scat-
tering efficiencies, which is quite unphysical. Figures 9 and 10
show the radiative property spectra we compute using the EFA
and the QCA.

As we can see, whatever the model we consider, the use of
these correlations does not improve the agreement between the
Mie results and the experimental ones. Focusing on the albedo
spectra, we see that the dependent scattering tends to decrease the
scattering and so the albedo, while the experimental albedo spec-
trum is already superior to the one computed with the Mie theory
without taking into account dependent scattering. If we now con-
sider the extinction coefficient spectra, we observe a decrease in
this coefficient for wavelengths below 800 nm when we wish an
increase in this extinction coefficient in order to bring the Mie
results including dependent scattering closer to the experimental
ones. The only correlation that improves the agreement in the
small wavelength region is the model developed in Ref. [21], but
as it multiplies almost the whole extinction coefficient spectrum
by a constant value, this model severely decreases the concor-
dance between computed and experimental results for wave-
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Fig. 10 Same as Fig. 9, but for albedo spectra
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Fig. 11 Comparison of the HDK-T30 powder of two experimen-
tal extinction coefficient spectra with those obtained using the
Mie theory for three different scatterer diameters. The model
we use to include the contribution of water is the coated sphere
model.

lengths above 2 um.

None of the correlations we tried brought the Mie radiative
property spectra closer to the experimental ones in a convincing
way, so the differences observed between the radiative property
spectra computed with the Mie theory and the experimental ones
cannot be imputed to the dependent scattering alone.

3.1.2 Application of the Coated Sphere Model. To reduce the
discrepancies observed above, we thought about using a model
that is more realistic with regard to the water adsorption by the
silica nanoparticles. The Maxwell-Garnett mixing rule consists in
homogenizing the water and the silica, building an effective ma-
terial in which water is homogeneously mixed with silica. Actu-
ally the water molecules are located at the surface of the nanopar-
ticle and are not dispersed in the volume, so we tried the coated
sphere model described in Ref. [19] to represent the geometry of
the nanoparticle more realistically. We chose a coating thickness
that respects the water mass fraction that is indicated by the vari-
ous suppliers.

Assuming 9 nm diameter scatterers (the same diameter as the
one of the nanoparticles), the radiative property spectra we obtain
with the coated sphere model (Figs. 11 and 12) superimpose per-
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Fig. 12 Comparison of the HDK-T30 powder of two experimen-
tal albedo spectra with those obtained using the Mie theory
with the same parameters as in Fig. 11
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fectly with the results we obtain with the Maxwell-Garnett mix-
ing rule and so, do not improve the agreement between the Mie
results and experimental ones.

3.1.3 Introduction of the Notion of Representative Scatterer.
Having failed to model the radiative properties of our media with
the Mie theory using a scatterer diameter equal to the diameter of
the nanoparticles, we decided to try to determine an effective di-
ameter of a representative scatterer that yields the best agreement
between the Mie results and the experimental radiative property
spectra. A straightforward way to shift to higher wavelengths the
transition between the scattering regime and the absorptive regime
in order to improve the agreement between the experimental re-
sults and those obtained using the Mie theory is to increase the
diameter of the scatterer in the Mie calculations. It turns out that,
if we choose a diameter of the scatterers of 25 nm, it improves the
agreement not only for the albedo as expected, but also for the
extinction coefficient. We keep on increasing the scatterer diam-
eter until we obtain satisfactory agreement between the albedos. It
is interesting to notice that the agreement of the extinction coef-
ficient improves the same way. The best agreement is found for a
scatterer diameter of 40 nm. Although this value is significantly
different from the one of the diameter of the primary particles, it
makes sense: Indeed, during the silica powder fabrication process,
the primary nanoparticles of 9 nm diameter fuse together to form
aggregates of approximately 120 nm hydrodynamic equivalent-
sphere diameter [8]. If we assume that the porosity of these ag-
gregates is close to the one of the nanoporous matrix, the volume
of silica contained in such an aggregate is equivalent to the vol-
ume of a dense silica sphere of 50 nm diameter.

We have checked that our analysis regarding the HDK-T30
powder remained valid with the other two pyrogenic silica pow-
ders that we have used to make the various samples. In the case of
the Cab-O-Sil EH5 powder, to get a good agreement between the
experimentally determined radiative properties and the ones pre-
dicted by the Mie theory, we had to increase the diameter up to 40
nm. The same observation was made with the Aerosil COK84
samples: A satisfactory agreement between the experimental ra-
diative properties and the Mie ones was obtained with 65 nm
diameter scatterers.

Hence, we observe that the nanoporous matrix scatters radiation
as a cloud of scatterers, which are not the primary nanoparticles
but aggregates obtained by collision of primary nanoparticles dur-
ing the production process of the pyrogenic silica powder. For
each type of powder considered, as we have a nice agreement of
the experimentally determined radiative properties between the
various samples, the size of the representative scatterer deter-
mined with the procedure described above seems to depend only
on the nature of the powder used. This is an information of great
interest: Fitting the experimental spectra (especially the albedo
one) permits us to determine the volume of silica contained in the
representative aggregate for each type of pyrogenic silica powder.
This way, the Mie theory appears to be quite predictive on a wide
part of the spectrum. Nevertheless, in the wavelength range (250
nm; 1 um), we still observe a behavior of the slope of the experi-
mental extinction coefficient spectrum that is significantly differ-
ent from the predicted one. This slope observed difference may be
interpreted as nanostructure effects and tends to show the limit of
the original Mie theory: As long as the wavelength is superior to
1 wm, the interaction between the wave and the scatterer is not
sensitive to the shape of the scatterer because the latter is signifi-
cantly smaller than the wavelength; on the contrary, when the
wavelength is below 1 um, the wavelength and the size of the
aggregate are of the same order of magnitude, so the scattering
properties become aggregate shape sensitive. The original Mie
theory cannot take into account the nanostructure of these aggre-
gates; nevertheless the general Mie theory [24] is successfully
applied to calculations for very complex particles. To model more
accurately the radiative properties of the aggregates, we have cho-
sen to use a modeling approach called the discrete dipole approxi-
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mation. In Sec. 3.2, we present an overview of this method and
the way we applied it to our silica nanoporous matrices.

3.2 Application of the DDA to Silica Nanoporous Matrices

3.2.1 The Discrete Dipole Approximation: Overview of the
Method. The DDA, initially proposed in Ref. [25], is a flexible
method that allows computation of the absorption and scattering
properties of irregular targets (particles of complex shapes and
clusters of spheres) approximated by arrays of point dipoles. The
DDA calculations require a detailed description of the scatterer:
the locations r; of the dipoles in space and the evaluation of their
polarizabilities (we discuss the choice of a polarizability prescrip-
tion in Sec. 3.2.2). As we only deal with isotropic materials, the
polarizability, a tensor in the most general case, reduces to a scalar
E]uantit]y a;. Each dipole j has a dipole moment P; expressed as
26,27

Pj= ;B (7)

where E|q j is the local electric field at r; due to the incident wave
Einc,j and to the contributions of the (N-1) neighboring dipoles
Ex,j- So we can write N simultaneous complex vector equations of

the form
P'_aj InCJ+EEkJ (8)
k#]j

The electric field Eyj at r; due to the presence of the oscillating
dipole Py at ry can be expressed as [28]

Ex;j= ﬂj—){k2 [(N X P xn]
47780 ik
+ (1 -ikry)[3(n - Pn - Py ]} 9

where k=27/\, rj=|rj—ri|, and n=(rj—r)/rj. We can rewrite
Eq. (9) under a matrix form

100
exp(ikr;
By = - APe= 2P0 oy R +ikry-1[0 1 0
4ireg ik 00 1
ni ngy nn,
+ (3= 3ikry - k2rj)( nyny  nZ nyn, (10)
nan, nn, n

Injecting the expression of E, j in Eq. (8), we obtain

'_aj{ inc,j EAkj }
k#j

Noting Aj;=(1/ay)ld, where Id is the 3 X3 identity matrix, we
can transform Eq. (11) to
N

> APk =Eijncj
k=1

(11)

(12)

We can reduce these N vector equations to a single vector equa-

tion of size 3N: AP=E. The unknown vector P is solved numeri-
cally using a conjugate gradient technique. Once the dipole mo-
ment vectors P; are known for one polarization, we can compute
the extinction, scattering, and absorption cross sections of the
scatterer with the following formulas [26,27]:

Cext— & E 22 Im{EInCJ } (13)
€oto j=1
k4 N 2
Cea= e f 21 n X P exp(-ikn - r))|| dQ (14)
47 |l )=
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00]1

(15)

When working with unpolarized light (which is the case in this
survey), we have to solve the problem for two orthogonal polar-
izations of the incident wave and then to calculate the arithmetic
average of the cross sections computed for these two polarization
states. Noting m the complex index of refraction, the validity cri-
terion that is commonly used [26,27] for the discrete dipole ap-
proximation technique is

Imlkd =1 (16)

Relation (16) expresses the fact that the electric field must be
constant in terms of amplitude and phase over the whole volume
element associated with the dipole of characteristic length d. It
implies that the characteristic length d must be small compared
with the wavelength and to the attenuation length within the ma-
terial.

3.2.2 Choice of a Polarizability Prescription. As far as the
polarizability is concerned, it depends on the problem we are deal-
ing with. In literature, it is almost always made use of the lattice
dispersion relation (relation developed in Ref. [29] so that an in-
finite lattice of polarizable points has the same dispersion relation
as a continuous medium of the same refractive index), referenced
to as the LDR hereafter, unless they have to compute the scatter-
ing properties of clusters of spheres that are small compared with
the wavelength. In this particular case, some authors [30-32] used
what is commonly named the a;-term method. The expression of
this polarizability depends on a,, the first term of the Mie series;
i, which is equal to y-1; and k, the wave number (27/\).

.33,
a= |2k3
Initially introduced in Ref. [33], this method allows treating each
particle as a single dipole. Okamoto [31] compared the LDR and
the a;-term prescription for the same target (two touching spheres,
each sphere being replaced with a single dipole) with a refractive
index m=1.33+0.01i. His survey points out that the a;-term pre-
scription is always superior to the LDR and yields errors within
10% for sphere size parameters up to 1.4 and while the errors with
the LDR become larger than 100% for a sphere size parameter
larger than 1.2. The limiting cases of this polarizability expression
are a size parameter of the aggregate of the order of 100 and a size
parameter of the particles making up the aggregate close to 1.

In our survey, as we deal with media made of packed particles
of diameter smaller than 20 nm, and as the wavelengths of interest
are greater than 250 nm, we are clearly in the domain of applica-
bility of the a;-term prescription. This is the polarizability expres-
sion that we use afterwards.

17

3.2.3 Modeling of the Nanostructure. As explained above, the
DDA requires a detailed geometrical description of the scatterer.
So we have to generate material structures on which the DDA
calculations are performed, and these material structures must be
representative of our nanoporous matrix in terms of porosity
(~90%), specific surface (between 170 m? g™t and 300 m? g™%)
and fractal dimension (~1.8 according to literature) [34].

To this end, we have generated numerical structures with the
help of the diffusion-limited cluster-cluster aggregation (DLCCA)
algorithm [35,36], which is known to produce clusters of fractal
dimensions close to 1.8. We have integrated the water contribution
(and the alumina contribution for the samples made of the De-
gussa Aerosil COK84 powder) in the relative dielectric permittiv-
ity function and hence in the polarizability function of the par-
ticles with the help of the Maxwell-Garnett mixing rule.

Knowing the volume of silica contained in the representative
aggregate, thanks to the procedure explained in Sec. 3.1.3 and the
diameter of the primary nanoparticles, we deduce the number of
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Fig. 13 Example of aggregate generated using the DLCCA al-
gorithm and made of 87 nanoparticles of 9 nm diameter; this
aggregate is representative of our HDK-T30 powder samples

particles forming the representative scatterer for the various pow-
ders we used. This scatterer is found to be made up of 87 particles
for the HDK-T30 powder, 186 for the Cab-O-Sil EH5 powder,
and 88 for the Aerosil COK84 powder. A typical aggregate repre-
sentative of the HDK-T30 powder is presented in Fig. 13.

3.2.4 Comparison of the DDA and Mie Results to the Experi-
mental Ones. The DDA computations are based on the aggregates
obtained using the procedure explained above, and are achieved
over a hundred directions of the incident beam covering 27 sr. As
the DDA radiative property spectra depend on the incidence of the
illumination, we present the arithmetic mean and the extreme
(maximum and minimum) value spectra. With regard to the al-
bedo spectra, we only show the mean values because the albedo
was found to be quasi-insensitive to the incidence of the illumi-
nation in our computations.

The radiative property spectra derived from our DDA compu-
tations are shown in Fig. 14 (extinction coefficient) and Fig. 15
(albedo) with regard to the HDK-T30 powder based nanoporous
matrix. Figures 16 and 17 on the one hand, and Figures 18 and 19
on the other hand deal, respectively, with the EH5 and the COK84
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Fig. 14 Comparison of the HDK-T30 powder of an experimen-
tal extinction coefficient spectrum to the spectra obtained us-
ing the Mie theory on the one hand and using the DDA on the
aggregate of Fig. 13 on the other hand. Concerning the DDA
results, we present the minimum, the arithmetic mean, and the
maximum values yielded by the computations over 100 target
orientations.
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Fig. 15 Comparison of the HDK-T30 powder of an experimen-
tal albedo spectrum to the spectra obtained using the Mie
theory on the one hand and using the DDA on the aggregate of
Fig. 13 on the other hand. Concerning the DDA results, we
present the minimum, the arithmetic mean, and the maximum
values vyielded by the computations over 100 target
orientations.

powder based nanoporous matrices.

For the discussion of these figures, we will split the wavelength
range in two parts: the wavelength range (250 nm; 1 um) and the
one beyond 1 um.

If we first focus on the wavelength range beyond 1 um, what-
ever the pyrogenic silica we consider (Figs. 14-19), the computed
radiative properties using the DDA and those obtained with the
Mie theory stack to perfection in this wavelength range. This
means that the radiative properties are insensitive to the structure
of the aggregate in this region. This is a consistent result, because
in this region the wavelength is clearly larger than the size of the
aggregate, so the wave perceives it as a pointlike obstacle.

This result being expected, the interest of the DDA lies in the
(250 nm; 1 wm) wavelength range over which the wavelength is
of the same order of magnitude as the diameter of the aggregate.
We first focus on the HDK-T30 silica (Figs. 14 and 15). In Fig.
15, which shows the albedo spectra, we see that the results are
very slightly influenced by the computation technique. This seems
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Fig. 16 Comparison of the EH5 powder of an experimental ex-
tinction coefficient spectrum to the spectra obtained using the
Mie theory on the one hand and using the DDA on a DLCCA
representative aggregate on the other hand. For the results ob-
tained with the DDA, we present the minimum, the arithmetic
mean, and the maximum values of the computations over 100
target orientations.
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Fig. 17 Comparison of the EH5 powder of an experimental al-
bedo spectrum to the spectra obtained using the Mie theory on
the one hand and using the DDA on a DLCCA representative
aggregate on the other hand. For the results obtained with the
DDA, we present the minimum, the arithmetic mean, and the
maximum values of the computations over 100 target
orientations.

to mean that the albedo does not depend on the structure of the
scatterer. On the other hand, the extinction coefficient spectrum
(Fig. 14) does. Whatever the results (extreme or mean values of
the extinction coefficients computed using the DDA) we examine,
the DDA results are in better agreement with the experimental
ones than the Mie results, even in the least favorable case. More-
over, in the most favorable case (the minimum values of the ex-
tinction coefficient), the results almost stack with the experimental
data. Consequently, it is shown quite clearly here that the DDA
approach leads to an improved ability of prediction of the radia-
tive properties of nanostructures in the small wavelength range as
compared with the Mie theory applied to aggregates: The DDA
reproduces in a much better way the slope shown by the experi-
mental extinction coefficient spectrum for wavelengths below
1 wm than the Mie theory.

The observations we have made above with the HDK-T30 py-
rogenic silica sample also apply to the other two silica powders
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Fig. 18 Comparison of the COK84 powder of an experimental
extinction coefficient spectrum to the spectra obtained using
the Mie theory on the one hand and using the DDA on a DLCCA
representative aggregate on the other hand. For the results ob-
tained with the DDA, we present the minimum, the arithmetic
mean, and the maximum values of the computations over 100
target orientations.
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Fig. 19 Comparison of the COK84 powder of an experimental
albedo spectrum to the spectra obtained using the Mie theory
on the one hand and using the DDA on a DLCCA representative
aggregate on the other hand. For the results obtained with the
DDA, we present the minimum, the arithmetic mean, and the
maximum values of the computations over 100 target
orientations.

(Figs. 16 and 17 for the EH5 and Figs. 18 and 19 for the COK84).
We always observe that the DDA improves the agreement of the
computed results with the experiment.

Although the DDA results agree fairly well with the experimen-
tal ones, there are still two issues that we cannot answer yet. First,
what about the validity of the complex index of refraction of
silica? The index we have used is taken from Ref. [16]; it has been
experimentally determined on amorphous bulk silica, and we may
reasonably wonder if the refraction index is the same for 10 nm
diameter particles as for bulk materials. In Ref. [37], the phonon
mean free path is estimated to be 6 A, which tends to prove that
the size effects can be neglected. Moreover, in the various figures,
we see that in the wavelength range neighboring 2 wm, the agree-
ment between the experimental results and the computed ones is
not very good. In this region, the complex index of refraction is
known to depend on the type of silica: The presence of silanol
groups, which is a powder dependent parameter, affects the refrac-
tion index [38,13]. Our silica powders presenting many silanol
groups at the nanoparticle surfaces, this may explain the poor
agreement for wavelengths close to 2 um. Finally, what might be
the influence of the nanostructure? Until now we have based our
computations on aggregates that are presumed to be representa-
tive. Nevertheless, if we take the liberty to generate an aggregate
ignoring the very little we know about the real medium, we can
get DDA results that superimpose perfectly over the whole wave-
length range with the experimental results. This point implies that
the radiative properties of our particulate media are very much
dependent on the spatial organization of the nanoparticles within
them, especially at wavelengths “probing” this spatial arrange-
ment. We hope in the near future to be able to perform microto-
mography on our samples in order to refine the representations
that we have proposed for our media.

3.3 Parameter Sensitivity. It is well founded to worry about
the sensitivity of the results to some of the parameters we use,
namely, the size of the representative scatterer determined using
the Mie theory (that will imply a variation in the number of nano-
particles making the aggregate), the size of the primary nanopar-
ticles, and the spatial organization of these nanoparticles.

First, as far as the diameter of the representative scatterer is
considered, we focus on Fig. 20 that shows the experimental al-
bedo spectra we obtain for the samples made of the HDK-T30
powder and the ones that we compute with the Mie theory for
various diameters of the scatterer: 36 nm, 38 nm, 40 nm, 42 nm,
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Fig. 20 Comparison of the HDK-T30 powder of two experimen-
tal albedo spectra with those obtained using the Mie theory for
uniform distributions of scatterer diameters equal to 36 nm, 38
nm, 40 nm, 42 nm, and 44 nm

and 44 nm. We recall that the criterion that seems to be the most
suitable for the evaluation of the scatterer diameter is the transi-
tion between the scattering regime and the absorptive regime; in
our experiments, this transition occurs at wavelengths around
1.3 um. Considering this criterion, we see that the two extreme
values are not acceptable. Regarding the three others, each value
is appropriate, the three spectra lying in the zone defined by the
two experimental albedo spectra. Consequently, this figure allows
us to say that the determination of the diameter of the equivalent
scatterer from the albedo spectrum is quite precise, since we are
able to determine this diameter with an error of 1 nm or 2 nm,
which is a relative error below 5%.

The second parameter we use is the diameter of the nanopar-
ticles. As written earlier, it is deduced from the values of the
specific surface and the density of the powder used to make the
samples. Moreover, we consider a uniform distribution of the par-
ticle diameters; but we clearly observe the following on the TEM
micrograph of Fig. 2.

» The nanoparticles do not look perfectly spherical.

» The diameters of the nanoparticles seem to vary between
typically 9 nm and 15 nm. If we were dealing with dense
smooth nanoparticles, the specific surface should be smaller
than the experimental one indicated by powders suppliers.
So, we explain the high value of the specific surface with the
surface roughness of the nanoparticles and decide to keep on
working with smooth nanoparticles.

The geometrical shape of the nanoparticles is not expected to
affect the radiative properties because the wavelength is much
larger than the diameter of the nanoparticles. Concerning the di-
ameter of the nanoparticles, which is considered as uniform in our
computations, its influence on the radiative properties is not very
tangible. So we have computed for HDK-T30 samples the radia-
tive property spectra for aggregates made of, respectively, 5 nm, 7
nm, 9 nm, 11 nm, 13 nm, and 15 nm diameter particles, keeping
the volume of silica making the aggregates constants (so the ex-
amined aggregates were, respectively, made of 512, 187, 87, 48,
29, and 19 nanoparticles). Figure 21 shows the extinction coeffi-
cient spectra obtained for three different nanoparticle diameters (5
nm, 9 nm, and 15 nm) on the wavelength range (250 nm; 3 um).
We can observe that for wavelengths above 800 nm, the size of
the nanoparticles does not impact the radiative properties; that is
why we only show the spectra below 3 um. Below the value of
800 nm, the smaller the nanoparticle diameter, the lower the ex-
tinction coefficient. The relative deviation between the two ex-
treme values can reach more than 100% of the smallest value
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Fig. 21 Evolution of the DDA extinction coefficient spectrum
in relation to the diameter of the nanoparticles constituting the
DLCCA representative aggregate

(obtained for the cluster made of the smallest particles). So the
impact of the diameter of the nanoparticles can be significant and
it might be interesting to use a distribution of the diameters; nev-
ertheless, as the nanoparticles are fused to each other, we cannot
obtain this real distribution from classical granulometry measure-
ments. TEM images might be exploited, but it would be a very
laborious work because of the trouble to define the diameter for a
nonperfectly spherical particle and of the difficulty to define the
edge of each nanoparticle.

The last questionable point is the use of the DLCCA algorithm
to generate the nanostructures on which the DDA computations
are performed. This algorithm has been chosen because the fractal
dimension of the resulting structure is very close to the fractal
dimensions that are reported in literature on silica aggregates
[39,40,34], even if other values lying between 1.5 and 2.6 can also
be found [41,34]. Nevertheless, it must not be lost of sight that the
correlation length of the fractal dimension is only a few nanopar-
ticle diameters [41], so we can raise doubts about the legitimacy
of this model to generate representative nanostructures. Thus we
have tried to model the nanostructure with another well-known
algorithm: the diffusion-limited aggregation (DLA) algorithm
[42], in which freely moving particles are added, one at a time.
The resultant fractal dimension of DLA aggregates is close to 2.5.
The aggregates we obtain this way look quite different from those
we obtain with the DLCCA algorithm. Nonetheless, the variations
in terms of radiative properties seem to be negligible in our pre-
liminary computations. The results obtained on a DLA aggregate
are plotted in Fig. 22. These results must be compared with those
of Fig. 16 (DLCCA aggregate). Comparing these results, we see
that the impact of the choice of the algorithm that is used to
generate the aggregates on the mean radiative properties is quite
minor. The influence of the algorithm is more conspicuous as far
as the extreme values of the DDA extinction coefficient spectra in
the short wavelength region (below 400 nm in the case of the EH5
powder that is presented here) are considered. Because of the
anisotropy of the cluster that is more pronounced in the case of the
DLA algorithm than in the case of the DLCCA one, the extreme
values of the extinction coefficient spectrum are slightly more
spread when the DDA computations are performed on the DLA
aggregate.

4 Conclusion

We have determined the spectral radiative properties of silica
nanoporous matrices from reflectance and transmittance measure-
ments using a parameter identification technique based on the ra-
diative transfer equation inversion. The experimental radiative
properties have been compared with their counterparts derived
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Fig. 22 Same as Fig. 16, but here the DDA computations are
performed on an aggregate generated using the DLA algorithm

from the Mie theory assuming a uniform diameter distribution of
spheres having the same diameter as the nanoparticles. The results
being unsatisfactory at wavelengths below 2 xm on the one hand,
and the experimental albedo spectra presenting quite elevated
scattering to absorption transition wavelengths on the other hand,
we have looked for scatterer apparent diameters yielding good
agreements between the experimental values and the Mie theory.
Nevertheless, the correspondence of the extinction coefficient
spectra at low wavelengths remained unsatisfactory. So we have
proposed the interpretation that the nanoporous matrix scatters
radiation as a cloud of representative scatterers, the representative
scatterer being here the aggregate obtained during the powder
production process; and the poor agreement below 1 wm has
been attributed to the impact of the spatial distribution of matter
within these aggregates. In order to confirm this hypothesis, we
have developed a code based on the discrete dipole approxima-
tion. The simulations are performed on computer generated struc-
tures that have fractal dimensions close to what is usually found in
literature for aggregates of silica nanoparticles. The satisfactory
correspondence between the experimental and simulated radiative
property spectra using the DDA is quite encouraging, and is a first
step toward a reasonable representation of the material organiza-
tion within our nanoporous matrices. Besides, the very good
agreement between the results of the Mie theory on the one hand
and of the DDA on the other hand for wavelengths above 2 um at
ambient temperature allows us to affirm that it is possible with the
Mie theory to study the impact of the composition of the matrix
on the radiative transfer within the nanoporous superinsulating
materials as long as the size of the nanoparticles and the size of
the aggregates of nanoparticles are significantly smaller than the
wavelength. This is of interest because, the opacifier micropar-
ticles being in very low volume fraction, assuming that the two
populations of particles scatter independently, the Mie theory can
be up to get the order of magnitude of the performance of nano-
porous superinsulating materials of various compositions.

Nomenclature
C = optical cross section
D; = mass fractal dimension
E = electric field
I = intensity of radiation
P = dipole moment
R = reflectance
Sspe = specific surface
T = transmittance
a, = first term of the Mie series
d = characteristic length associated with a dipole
primary particle diameter
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= volume fraction

= asymmetry factor

= \3'—]_

wave number

= complex refractive index, m=n+ix
= size parameter, X=dy/\

x 3 x —Q"
Il

a = polarizability
B = extinction coefficient
B* = weighted extinction coefficient
¢ = scattering phase function
N = wavelength
p = cosine of the polar angle
p = density
w = scattering albedo
o* = weighted scattering albedo
Subscripts and Superscripts
abs = absorption
ext = extinction
inc = incident
sca = scattering
h = hemispherical (transmittance or reflectance)
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Correlations of Wave
Characteristics for a Liquid Film
Falling Down Along a Vertical
Wall

The behavior of a liquid film that flows down countercurrently along the inner surface of
a circular pipe was examined. In the experiments of the present study, silicone oils of 500
¢S, 1000 cS, and 3000 cS, as well as water, were used as the liquid phase. The gas phase
was air. The vertically oriented test section was a circular pipe of 30 mm in inner
diameter and 5.4 m in length. The substrate thickness of the silicone films, the film
Reynolds numbers of which were quite low, was close to the mean film thickness, while
the water film substrate was much thinner than the mean film thickness. Waves were
observed on the substrate. Waves of a certain amplitude were confirmed to exist, even on
the silicone films near the flooding occurrence, where the film Reynolds number was quite
low. The mean film thicknesses of the silicone films, as well as that of the water film, were
well expressed by applying the universal velocity profile to the film flow. When the film
Reynolds number was lower than 600, the wave velocity was well predicted as the
velocity of small perturbation waves on a laminar film. As the film Reynolds number
became large, the wave velocity became slower than the small perturbation wave veloc-
ity. The correlation for the wavelength was developed based on the present experimental
results. Combining this correlation with the Nosoko correlations and modifying the con-
stants and exponents of the parameters in the equations, new correlations for the wave
velocity and maximum film thickness were proposed. These new correlations were used to
predict the wave velocity and the maximum film thickness to an accuracy of within
15%. [DOI: 10.1115/1.3084133]

Keywords: falling film, film thickness, waves, wave height, wave velocity, wavelength

1 Introduction

When the critical heat flux or the dry-out of a falling film on a
heated wall is considered, the characteristics of waves on the film
surface become important. Koizumi et al. [1] visually observed a
film flow on a heated wall. Near the critical heat flux condition,
they noticed bubble bursting in the film flow at many locations.
Dry areas or dry patches were left at some locations after bubble
bursting. While the dry patches were rewetted by the successive
film flow, the wall temperature did not increase and the critical
condition was not reached. When the dry patches were not erased
by the film flow, the number of dry patches gradually increased
until the dry area covered a substantial portion of the wall. The
wall temperature then began to increase until the critical heat flux
condition was reached. Based on this observation, they developed
the correlation for the critical heat flux by considering whether the
dry patch that remained after bubble bursting was eliminated by
the film flow. The proposed correlation predicted well the critical
heat flux data. This suggests that the interaction between the film
flow and the dry patch is important when considering the critical
heat flux.

The criteria as to whether the dry patch created in the film flow
on the wall remains is known as the minimum wetting rate of the
film flow. The minimum wetting rate has been investigated exten-
sively, as reviewed by Hewitt and Hall-Taylor [2] and Ueda [3].
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For example, in the adiabatic condition, decreasing the flow rate
of the film flow, the film flow eventually reaches a limiting state,
in which dry patches generated on the wall can exist stably or the
film disintegrates into rivulets. The minimum film flow rate at
which the liquid film can flow on the wall as a continuum film is
called the minimum wetting rate. Hartley and Murgatroyd [4] as-
sumed that the dynamic pressure of the film balanced the upward
component of the surface tension at the front edge of the perma-
nent dry patch, and they then derived the correlation for the mini-
mum wetting rate. However, the minimum wetting rate calculated
with the correlation was considerably larger than the measured
values.

Koizumi et al. [5] carefully conducted minimum wetting rate
experiments on an adiabatic falling film flow. They confirmed that
the wave motion on the falling film is key in the formation of a
stable dry patch. The contact angle of the film at the top edge of
the stable dry patch varied periodically in a range synchronous
with the arrival of the waves. When the contact angle exceeded
the maximum advancing contact angle at the arrival of the large
wave, the top edge of the dry patch began to move downward, i.e.,
rewetting of the dry patch was initiated. When this wave motion
effect was incorporated into the Hartley and Murgatroyd model,
the overprediction of the model was resolved and the minimum
wetting rate was expressed well by the modified model.

The wave characteristics, such as wave height, wave velocity,
wave frequency, and wavelength, are essential when considering
the critical heat flux condition of the film flow, including the an-
nular flow of the forced convection flow boiling. The present pa-
per is an attempt to provide fundamental information about wave
characteristics on the falling liquid film.

In the falling-film-heated system, the countercurrent flow con-
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dition, in which generated vapor flows upward countercurrently to
the falling film, is quite usual. In this system, countercurrent flow
limiting (CCFL) or flooding is critical to safe operation. The char-
acteristics of waves on the film surface are essential in examining
the occurrence of the flooding.

In the advanced waste furnace, ash is melted to avoid dioxin
production. Ash is also melted in the coal gasification system.
Molten ash is highly viscous; the viscosity is 1000 to 3000 times
higher than that of water. In these molten ash systems, some
accidents/problems have been reported by Inumaru et al. [6]. En-
trained droplets of molten ash deposited on the wall, interfering
with the smooth flow of gas, and the flow path was choked in
some cases. The entrained mechanism is closely related to the
characteristics of the waves on the film flow. In order to address
these problems, the characteristics of waves on a film of highly
viscous fluid must be clarified.

The characteristics of waves on a falling film have been inves-
tigated extensively. However, most of these studies examined the
waves of water or of fluids that have physical properties similar to
water. In the present paper, the behavior of falling liquid films of
water and highly viscous fluids in the countercurrent flow condi-
tion is examined.

The characteristics of waves on a thin film that flowed down
along a vertical pipe were studied by Telles and Dukler [7], and
the statistical aspects of waves on the film were discussed.

Takahama and Kato [8] examined the flow characteristics of the
water film falling down along the outer wall of a circular tube
without concurrent gas flow. The wave motion on the film was
measured using needles and the electric capacitance method. They
reported data on the wave velocity and the wave peak height.

Karapantsios et al. [9] studied the characteristics of water films
flowing down inside a vertical pipe. They focused on very high
Reynolds number film flow and reported mean film thickness data
and wave amplitudes.

Nosoko et al. [10] conducted falling-film experiments produc-
ing well regulated waves on a water film that flowed down along
a flat plate. They proposed correlations for the wave velocity and
the peak wave height. Since the wave separation was artificially
controlled, the wavelength information is required in their corre-
lations.

Takamasa et al. [11,12] measured the characteristics of waves
of a water film that flowed down along the inner wall of a vertical
pipe by a sophisticated method using a laser focus displacement
meter. Data of the wave velocities and the maximum, minimum,
and average film thicknesses were reported.

Koizumi et al. [5,13,14] investigated falling films of water and
R-113 along the outer wall of vertical pipes. Wave motion was
measured using the visual technique and the electric capacitance
method. The wave velocity, the minimum, maximum, and mean
film thicknesses, and the wavelength were reported.

In the present paper, the behavior of a film that falls down along
the inner surface of a vertical pipe in the countercurrent flow
condition is examined. Water and highly viscous fluids of silicone
oils of 500 cS, 1000 cS, and 3000 cS, are used as the liquid phase.
The gas phase is air. Considering that the characteristics of waves
on the film should be determined by only the superficial condi-
tions, such as the mass flow rate of liquid and the flow path
dimension, new general correlations that cover a wide range of
fluid property conditions from water to highly viscous fluid are
proposed for wavelength, wave velocity, and maximum film thick-
ness.

2 Experiments

2.1 Experimental Apparatus and Procedures. The experi-
mental apparatus used in the present study is shown schematically
in Fig. 1. Air was used as the gas phase. Silicone oils of 500 cS,
1000 cS, and 3000 cS were used as the liquid phase. For compari-
son, water was also used as the liquid phase. The experiments
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Fig. 1 Experimental apparatus

were conducted at room temperature and atmospheric pressure.

The test section was a 5.4-m-long vertical circular Plexiglas
pipe with an inner diameter of 30 mm. The wall thickness was 5
mm. Liquid was supplied through a rotameter to the liquid inlet
section by a circulation pump. The liquid then flowed into the test
section through a 200 w sintered metal mesh. The length, inner
diameter, and outer diameter of the sintered metal were 80 mm, 30
mm, and 40 mm, respectively. Liquid flowed down gravitationally
along the inner wall of the test section as a film. A vacuum was
connected to the top of the test flow channel. Air was sucked from
the bottom of the test flow channel. The bottom entrance of the
test flow channel had a bell mouth configuration to allow for
smooth inflow of air into the test flow channel.

The flow rate of water for the air-water experiments was mea-
sured by the rotameters, which were calibrated prior to experi-
ments. In the air-silicone experiments, the pressure drop of the
silicone flow along a horizontal circular pipe was measured using
a Hg manometer, and the flow rate of the silicone was then de-
rived from the measured pressure drop using the Hagen—Poiseuille
law. Details are provided in the Appendix. The draining liquid
flow rate from the test pipe was obtained by measuring the liquid
level variation in a draining liquid catch tank. The air flow rate to
the test flow channel was measured using rotameters between the
outlet of the test flow channel and the vacuum.

The rotameters were calibrated prior to the experiments. The
uncertainty of the rotameters was 0.1%. The uncertainty of the
silicone flow rate measurement was also confirmed prior to the
experiments. In the confirmation experiments, the volume flow
rate of silicone was obtained by catching a certain amount of flow
with a graduated cylinder during a certain period of time. The
measured volumetric flow rate was compared with the flow rate
derived from the pressure-drop measurement and the Hagen-
Poiseuille law method. The uncertainty was less than 1%. The
drainage flow rate from the bottom of the test pipe was not used in
the present study but was recorded for use in flooding experi-
ments; the results of which will be reported elsewhere.

Experiments were performed for the film Reynolds number of
Re;=6 X 1072-9 x 10% using the 3000 ¢S, 1000 cS, and 500 cS
silicone oils and water. The upward air flow rate was from 0 m/s
through the flooding initiation velocity. The flooding initiation
was the condition whereby part of the liquid film flow began to
flow upward.
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2.2 Measurements of Wave Properties

2.2.1 Film Thickness. The countercurrent flow of the falling
film and the upward air flow were formed in the test flow channel.
Fluorescent dye (Rhodamine B) was dissolved into liquid in the
experiments. An Ar laser ray sheet of 5 W was emitted toward the
flow so as to be parallel to and toward the centerline of the test
pipe, as shown in Fig. 2, at 2400 mm below the liquid inlet point.
The dye in the liquid then fluoresced along the laser ray. Images
were captured by a charge coupled device (CCD) video camera
and a high-speed video camera with a frame rate of 500 frame/s.
The luminous plane in the image corresponded to the film on the
wall.

Images recorded with the high-speed video camera were used
to derive the variation in the film thickness with time. The film
thickness at a fixed position on an image that was enlarged on a
monitor was measured frame by frame.

Images recorded with the CCD video camera were used to ob-
tain the average, minimum, and maximum film thicknesses. The
image of one frame was divided into ten sections in the axial
direction. The heights of the film at these divided ten locations
were measured on the image. The average, the minimum, and
maximum heights were obtained for the frame. Scores of continu-
ous frames were randomly selected from the recorded images for
measurement. The average of the average film thicknesses, the
minimum among the minimum film thicknesses, and the maxi-
mum among the maximum film thicknesses of the selected frames
were determined as the average, minimum, and maximum film
thicknesses for the test condition.

A water jacket that had flat outer surfaces and that was filled
with water was attached to the emitting location of the laser ray
sheet in order to minimize the effect of refraction. The refraction
was also corrected for the recorded images. The thickness of the
laser ray sheet was 0.5 mm. The laser ray sheet was emitted to-
ward the pipe center and was perpendicular to the outer wall of
the water jacket. Thus, the reflection effect was negligible. The
uncertainty of the film thickness measurement was less than 0.1
mm.

2.2.2 Wave \elocity. One frame of the video captured by the
CCD video camera that contained a wave peak was selected.
Then, several frames were sent from that frame. The distance
traveled by the peak of the wave while the frames were passed
was measured on the images. The velocity of the wave was deter-
mined from the distance and the time interval between the frames.
This procedure was performed for a number of frames that were
selected randomly. The average of the values derived in this man-
ner was defined as the wave velocity for this experimental condi-
tion. The uncertainty of the measured wave velocity was less than
approximately 0.001 m/s.

2.2.3 Wavelength. As in the wave velocity derivation, a frame

Journal of Heat Transfer

of a video that contained a wave peak was selected. When two
peaks were in the frame, the distance between the peaks was
measured as the wavelength. When two peaks were not captured
in the same frame, frames were passed until the next peak ap-
peared on the frame. The wavelength was then calculated using
the velocity of the peak, which was obtained in a manner similar
to that described in Sec. 2.2.2, and the time interval until the next
peak appeared. More than 50 data were obtained. The average of
the values derived in this manner was defined as the wavelength
for this experimental condition. The uncertainty of the wavelength
was less than 0.01 m.

3 Experimental Results and Discussions

3.1 Wave Profile. The film thicknesses measured in the
present experiments are presented in Figs. 3 and 4. The air veloc-
ity is zero in these cases. Figure 3 shows the data for water, and
Fig. 4 shows the data for 500 cS silicone. The film thicknesses are
plotted with respect to time in Figs. 3(a) and 4(a). In Figs. 3(b)
and 4(b), the horizontal axes are converted into the axial length
using the wave velocity. The dotted lines in the figures denote the
mean film thickness.

The film thickness varies with periodically time in Fig. 3. Large
waves are found to occur on the thin substrate.

Periodical variations are also observed in Fig. 4. However, the
number of large waves is less than for water. The thickness of the
substrate is approximately equal to the mean film thickness. There
are a few small waves between the large waves, and the wave
surface is smooth.

3.2 Film Thickness. The mean, maximum, and minimum
film thicknesses of water and silicone films are plotted with re-
spect to the film Reynolds number:

ar
Ref=— (1)
o

in Figs. 5 and 6. Here, I is the film flow rate per unit width, and
w is the viscosity of the liquid. The air velocity is zero in Fig. 5.
The condition of Fig. 6 is near the onset of flooding.

In the countercurrent flow condition, the upward air flow rate
was increased stepwise, while maintaining the liquid flow rate
constant. As the air flow rate was increased, part of liquid that
flowed into the test pipe through the sintered metal section was
suddenly initiated to flow upward above the liquid inlet and out
from the top of the test pipe. In the present study, the initiation of
this upward flow of liquid from the liquid inlet was defined as the
initiation of flooding. The air flow rate at the flooding initiation
took a different value, depending on the test condition of the lig-
uid flow rate. The film thicknesses presented in Fig. 6 were mea-
sured just before the initiation of flooding.

The dashed lines in Figs. 5 and 6 are the values of the Nusselt
film thickness correlation for the laminar falling film [3,15]:

Yin = /4R,y = yin(@hAH)H 2

where y;y is the Nusselt film thickness, g is the gravitational ac-
celeration, and v is the kinematic viscosity. In addition, y;" is the
nondimensional film thicknes=y;(g/»?)2. In deriving Eq. (2), the
interfacial shear stress was set to zero.

The solid lines in Figs. 5 and 6 denote the film thicknesses
calculated by the following equations:

Re; = 2(yi+)2| yi+ =5
Re;=50-32.2y;" +20y;" Iny;", y;"=30
Rep=-256+12y;" +10y; Iny;", y;" > 30, 3)

where y;"=(yi/»)\r,/p and y; is the film thickness. The symbol
7 15 the wall shear stress, and p is the liquid density. Equation (3)
is derived by applying the Karman universal velocity profile for a
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Fig. 3 Variation in film thickness (water film)

single-phase flow to the falling-film flow [3,15,16]. When the film
thickness is thinner than the viscous sublayer thickness, the first
equation of Eq. (3) is applied. When the film thickness is in the
region of the buffer layer or the turbulent region, the second or
third equation, respectively, is applied. If the shear stress at the
wall 7,=pgy; is assumed in the falling film, then y;" is related to
y;" as (y;")?=(y;")%. The dashed lines in Figs. 5 and 6 were calcu-
lated in this manner.

The mean film thicknesses are well expressed by Egs. (2) and
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(3) in Figs. 5 and 6, although Eq. (3) gives slightly better results.
Note that the agreement between the measured and predicted film
thicknesses is not affected by the existence of the air flow until the
occurrence of flooding. This suggests that the upward air flow has
little effect on the film thickness before the initiation of flooding.

When there is no air flow, Fig. 5, the maximum film thicknesses
of the water film and the 500 ¢S and 1000 cS silicone films are
much larger, 1.5-3 times larger than the mean film thicknesses.
This suggests that there are large waves on the film. However, in
the case of 3000 cS silicone, there are no waves on the film.

At the condition just before flooding initiation shown in Fig. 6,
the amplitudes of the waves of water and the 500 ¢S and 1000 cS
silicone films are slightly larger than those in Fig. 5 of no air flow
case, but the differences are no too much. Note that waves appear
even in the case of the 3000 cS silicone film, which proves that
the flooding is triggered by the interaction between the upward air
flow and the wave motion on the film.

3.3 Wave Velocity. If a laminar falling film with a smooth-
flat surface on a vertical wall is assumed, the velocity profile in
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the film is derived from Newton’s law. This is the Nusselt falling
film, the film thickness y;y of which is given in nondimensional
form by Eq. (2). The film velocity u;y at the surface y;y and the
mean film velocity up,, respectively, are expressed as follows:

1pg
Uin = E;yiNz (4)
U = 5Uin (5)

When small perturbation waves on the film surface are consid-
ered, the velocity of the small perturbation waves ugp,, [17] is

lJspw = 2uiN = SUmN (6)

Here, w is the viscosity of the film.
Considering the nondimensional form of the wave velocity u,,,
N, =Uy,/(gp)¥3. Thus, the expression for the surface velocity of

theWNusseIt film is
1 3 2/3
<Nuw>iN=(5>(;l) Re,** (7

and the expression for the velocity of the small perturbation waves
on the Nusselt film is
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Fig. 7 Wave velocity
(Nuw)spw = 2(Nuw)iN (8)

The wave velocities obtained in the present experiments are
shown in nondimensional form in Fig. 7. The values calculated by
Egs. (7) and (8) are included in the figure for comparison. The
data of Koizumi et al. [5,14] for the film on the outer wall of the
vertical pipes for water and R-113, the data of Takahama and Kato
[8] for the water film on the outer wall of a vertical pipe, and the
data of Takamasa et al. [11,12] for the water film on the inner wall
of a vertical pipe are also plotted in the figure.

When the film Reynolds number is low, Re;=600, the wave
velocities of either water or R-113 are well expressed by Eq. (8)
for the small perturbation waves on the smooth film (the Nusselt
film). It is suggested that the waves are on the laminar falling film
of the smooth surface of the Nusselt film and behave like small
perturbation waves of sine-wave form.

When the film Reynolds number is large, i.e., Re;>600, the
wave velocity becomes slower than the Nusselt film surface ve-
locity. As discussed in Fig. 3, large waves existed on the substrate
of the film. The substrate is much thinner than the Nusselt film.
The film velocity at the substrate thickness is much slower than
the Nusselt film surface velocity. Thus, it is natural that the wave
velocity on the substrate is slower than the Nusselt film surface
velocity.

3.4 Wavelength. The wavelengths for water and silicone
measured in the present experiments are plotted with respect to
the film Reynolds number in Fig. 8. It is difficult to say that the

wavelength is a function only for the film Reynolds number.
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—
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T
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Fig. 6 Film thickness (Ugy: near onset of flooding)

Journal of Heat Transfer

Dimensional analysis revealed that the wavelength is expressed
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Fig. 8 Wavelength

AUGUST 2009, Vol. 131 / 082901-5



103: R L DETY] T T

[| © Water
| & Silicone 500 cSt
[ | v Silicone 1,000 cSt

10%1

10"

A= 14.9Fr' PR

Non-dimensional wavelength A/h

10

| Lol L L Laa
107 107 10?
Frl .29Ref-0.133

or__,
10T

Fig. 9 Correlation of wavelength

by the following nondimensional parameters.
For nondimensional wavelength,

A
N, =— 9
V=0 (©)
For Froude number,
Fr=—L (10)
Vgh

and the film Reynolds number (given in Eq. (1)), where h is the
mean film thickness, u,, is the wave velocity, and \ is the wave-
length. For the present experimental results,

N,’ =14.9 Fri? Re 01% (12)

is obtained as the best fit form. The values predicted by Eq. (11)
are compared with the experimental results in Fig. 9, and good
agreement is observed between the experimental results and the
predicted values.

3.5 Correlations of Wave Properties. When nondimensional
analysis of the wave properties of the wave velocity u,, and the
maximum film thickness hy, is performed using the Buckingham =
theorem, five nondimensional parameters are derived.

a. Nondimensional velocity

u
Uy = (Vg;lm (12)
b. Nondimensional maximum film thickness
g 1/3
th = hp(}) (13)
c. Nondimensional wavelength
g 1/3
N, = )\(?) (14)
d. Morton number
3V4
Ke= 50 (15)

e. Film Reynolds number (given in Eq. (1)), where o is the
surface tension.
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Fig. 10 Nosoko correlation of wave velocity

3.5.1 Comparison With the Nosoko Correlations. Nosoko et
al. [10] proposed the following correlations for the wave velocity
and the maximum film thickness based on the nondimensional
parameters:

Ny, = 0.68K"%N, %% Re, "% (16)

Np, = 0.26K "N, 0% Re 046 17

The data of the present study are compared with the Nosoko
correlations, Egs. (16) and (17), in Figs. 10 and 11. For compari-
son, the data of Takahama and Kato [8] for a falling film on the
outer wall of a vertical pipe and the data of Koizumi et al. [5,14]
for falling films of water and R-113 on the outer wall of a vertical
pipe are also presented in the figures. Measured wavelengths were
used in the calculation of the correlations.

In Fig. 10, The Nosoko correlation predicted the wave velocity
slightly faster at the low film Re; region of the silicone films
(please refer to Fig. 7 for the film Rey.). In the intermediate Reg
region, where the correlation was developed, good agreement is

10° ———r I .
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Nip = 026K 204N, O FR e, 40

I_
10 7o
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Fig. 11 Nosoko correlation of maximum film thickness
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observed between the prediction and obtained data. At high Re,
approximately Re;=600, the data plots start to deviate from the
Nosoko line. Koizumi et al. [5,14] reported that the film becomes
disturbed and takes on the appearance of a turbulent flow when
Re;=600. This region is outside of the Nosoko experimental
range.

The maximum film thickness is well predicted by the Nosoko
correlation in Fig. 11 when Re;<600. Again, the data plots in the
figure begin to deviate from the Nosoko line when the film begins
to take on the characteristics of a turbulent flow at Re;=600.

3.5.2 Development of New Correlations. The Nosoko correla-
tions require knowledge of the wavelength. The correlations are
not closed in this context. Actually, there is no way to predict the
wave velocity and the maximum film thickness using the Nosoko
correlations. It is desirable that the wave velocity and the maxi-
mum film thickness be evaluated only from the film flow rate and
the physical dimensions. Therefore, in the present study, new cor-
relations were derived. The proposed correlations require only the
film flow rate that is given at the boundary, the physical dimen-
sions, and the physical parameters.

The wavelength correlation was developed in Sec. 3.4 using the
present results, as shown in Fig. 9. An attempt was made to in-
corporate the wavelength correlation into the Nosoko correlations.
When Eq. (11) was substituted into Egs. (16) and (17), some
scatterings of the data plots were observed. Then, the constants
and exponents were adjusted to provide better results. The final
forms were obtained as follows:

Nuw - 0.88KF0,008 Fr0.977 Ref0.214 (18)

(19)

Figures 12 and 13 provide a comparison of Egs. (18) and (19)
with experimental values. In these figures, the data of Takahama
and Kato [8] for water films, the data of Nosoko et al. [10] for
water films, the data of Takamasa et al. [11,12] for a water film,
and the data of Koizumi et al. [5,14] for water and R-113 films are
also shown. The correlations could predict the experimental val-
ues to an accuracy of within 20%.

In Sec. 3.5.1, it was mentioned that the films of Figs. 10 and 11
tend to show different behaviors when the film Reynolds number
Re; exceeded 600. Thus, it is physically better to develop corre-
lations for each region separately. Therefore, the following corre-
lations were derived for each region:

Nuw — 0.86KF0.013 Fr0.582 Ref04429 (Ref = 600)

Nh =1.09K 0.021 Fr0'316 Re 0.424
b F f

(20)
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The values predicted by these correlations are compared with
measured values in Figs. 14-17. The results are slightly better
than Egs. (18) and (19). Note that the data of Takamasa et al.
[11,12] show a different trend from the other data. The reason for
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this is not clear. They adopted the laser focus displacement
method to obtain the wave characteristics. In this method, most of
the waves, including small ripples on the surface, were detected.
In other studies, the wave characteristics were mainly obtained
visually. Naturally, the small ripples were excluded in the visual
data acquisition process. This may be the reason for the discrep-
ancy in the figures. Finally, note that large waves are important
when phenomena such as the critical heat flux are considered.

4 Conclusions

The behavior of the liquid film flowing down along the inner
surface of a vertical pipe of 30 mm inner diameter (ID) was ex-
amined. In the experiments of the present study, highly viscous
fluids of silicone oils of 500 ¢S, 1000 cS, and 3000 cS, as well as
water, were used as the liquid phase. The gas phase was air. The
following conclusions were obtained.

1. The substrate thickness of the silicone film, where the film
Reynolds number was quite low, was close to the mean film
thickness, while the water film substrate was much thinner

than the mean film thickness. The wave surface on the sili-
cone film was smooth. However, there were several small
ripples on the wave surface of the water film.

2. The mean film thicknesses of the silicone films, as well as
the water film, were well expressed by applying the univer-
sal velocity profile to the film flow. Waves of a certain height
were confirmed to exist, even on the silicone films, where
the film Reynolds number was quite low near the flooding
occurrence.

3. When the film Reynolds number was lower than 600, the
wave velocity was well predicted as the velocity of small
perturbation waves on the laminar film. As the film Rey-
nolds number became large, the wave velocity became
slower than the small perturbation wave velocity.

4. Nosoko correlations for the wave velocity and the maximum
film thickness were compared with the present experimental
results. The correlations provided reasonable prediction for
the present experimental results, although some deviations
were observed. However, the correlations require knowledge
of the wavelength and are not closed.

5. The correlation for the wavelength was developed based on
the present experimental results. Combining this correlation
with the Nosoko correlations and modifying the constants
and exponents of the parameters in the equations, new cor-
relations for the wave velocity and maximum film thickness
were proposed. The correlations could be used to predict the
wave velocity and maximum film thickness to an accuracy
of within 15%.

Nomenclature

Fr = Froude number=u,/\gh

g = gravitational acceleration (m/s?)

h = mean film thickness (m)

h, = maximum film thickness (m)

Ke = Morton number=p3v*g/ o
th = nondimensional maximum film

thickness=hy(g/ 1)

Ny, = nondimensional wave velocity=u,/(vg)Y*
N, = nondimensional wavelength=\(g/?)"?
N, = nondimensional wavelength=\/h
Re; = film Reynolds number=4I"/ u

y = distance from wall surface (m)

y;" = nondimensional film thickness=y;(g/1?)%?
y" = nondimensional distance=(y/v)\r,/p

Uy = upward superficial air velocity (m/s)

velocity (m/s)

Greek Symbols
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Fig. 17 New correlation of maximum film thickness

(Rey>600)
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I' = film flow rate per unit width (kg/ms)
N = wavelength (m)
n = liquid viscosity (Pas)
v = kinematic viscosity (m?/s)
p = liquid density (kg/m?%)
o = surface tension (N/m)
7, = wall shear stress (N/m?)
Subscripts
i = falling-film surface
m = mean value
N = Nusselt film
spw = small perturbation wave
w = wave

Appendix: Silicone Flow Rate Measurement

The pressure drop AP of the flow in a circular pipe of length L
is expressed as follows:
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1L,
AP =—-N—pu
2 D
where D is the pipe inside diameter and u is the average velocity
in the pipe. Greek symbols \ and p are the friction factor defined
based on the pipe inside diameter and the fluid density, respec-
tively. When the flow is laminar, the friction factor is

(A1)

64
A=— A2
Re (A2)
Here, Re is the Reynolds number that is expressed as
ub
Re=— (A3)
14

where v is the kinematic viscosity.
Combining Egs. (A1)—(A3), the following equation is obtained:

10
32 pvl?

Then, the volumetric flow rate V in the pipe is based on the ve-
locity u in the pipe

u AP (A4)

T2
V=—D“U
4
It was also confirmed that when silicone oil was used as the test
fluid in the present experiments, the flow in the flow rate measure-
ment pipe was laminar.

(A5)
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